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Abstract -- Accurate demand forecasting is crucial for retailers to
effectively manage their inventory, optimize pricing strategies,
and enhance overall operational efficiency. This study explores
the application of three widely used forecasting models, namely
ARIMA, Exponential Smoothing, and Prophet models. The
performance of these models is evaluated using historical sales
data from a retail company. The results indicate the strengths
and weaknesses, with varying degrees of accuracy depending on
the specific characteristics of the analyzed sales data.This study
provides insights into how widely or extensively these forecasting
techniques can be applied in a retail setting. Knowledge of this
degree provides retailers with the necessary insight into making
better time and territorial decisions in real-time inventory, pricing
strategies, and sales prediction; this process also improves their
competitive advantage as the retail landscape changes minute
by minute. Through time series analysis, retailers can leverage
insights into consumer behavior and market fluctuations to
become more responsive to changing conditions. This flexibility
not only improves inventory stability but also enhances customer
loyalty by ensuring product availability and satisfaction.

Keywords: Auto regressive integrated moving average, Time
series, Demand forecasting, Prophet

[. INTRODUCTION

THE retail market has increased significantly over the past
years due to increased customer demand, and the expansion
of businesses across the region. This growth brings a big
challenge to inventory management, especially in balancing
stock demand to avoid both overstocking and stock-outs.
Mainly, it occurs in seasonal fluctuations, promotional events,
and other marketing events necessary with an accurate demand
forecast required effective retailing and customer satisfaction.
Traditional forecasting methods have been used widely to
forecast future demands [1].

Demand forecasting will be critical in inventory management,
improvement in customer satisfaction and improvements in the
production of operations. Businesses can make better strategic
and operational decisions that minimize costs, maximize
profits, and meet customer demand through prediction [2].
Traditionally, retailers can rely on historical data and trends to
predict future demand, and continuously update their forecasts
as new data becomes available [4]. Today, a variety of time

series models have been created and utilized for retail demand
forecasting for Moving Average, Exponential Smoothing,
ARIMA, and more [3]. A predictive model has been developed
to maintain the supply of goods and featuring the predictions of
upcoming demand for the next few selected time period. The
model involves being highly trained in the field of Machine
Learning using various predefined models such as Linear
Regression, GBT Model and even using the time series analysis
for the defined period and using the outcome from the factor
of inputs provided by the user to finally predict the upcoming
demand.

By using the time series model, the retailer can analyze data
easily to acquire demand forecast in retail and better decision-
making to manage inventory efficiently. Retailers can also
prepare the right products at the right time, which makes
the customer satisfied and increases profitability [4]. This
paper intends to suggest a comprehensive study to forecast
demand in retail using techniques for demand forecasting
including ARIMA, Exponential Smoothing, and Prophet,
and forecasting historical trend data with R programming.
We will examine different time-series forecasting models
and compare their performance in predicting future retail
demand. The methodology takes three main steps dataset
collection and preprocessing, modeling, and forecasting. The
research objectives are to study demand forecasting and the
implementation of different time series models on experimental
datasets.

II. LITERATURE REVIEW
Demand forecasting, in this context, refers to the prediction
of the number of units of a commodity that would be sold,
purchased, or required within some time. It has many strong
operating advantages in stock optimization, and accurate
delivery. It also helps in optimizing inventory levels and
reducing excess stock, which can lead to financial losses [1].
It also improves the efficiency of supply chain responsiveness
by ensuring that products are available when needed, thus
increasing customer satisfaction [2]. The Time Series refers
to collecting all the historical data points and looking into
their patterns in historical records like inventories and other
operations in retail. The traditional time series forecasting



models that have been widely used for retail demand forecasting
and e-commerce include ARIMA, exponential smoothing, and
Prophet.

ARIMA (Auto Regressive Integrated Moving Average): This is
a statistical model that uses historical data to predict future data
based on autoregressive and moving average concepts. This
is one of the most widely used time-series forecasting models
because of its flexibility and ability to handle complex data
patterns [5]. It has been characterized by three components:
Auto-Regressive (AR), Integrated (I), and Moving Average
(MA), all these are the terms that work together to help
recognize the data patterns and allow for more accurate
predictions. It operates best on stationary data [2], [6].

Exponential Smoothing: is a forecasting technique that gives
decreasing weight to past observations. It is a type of moving
average applied to forecasting sales and demand because of the
higher accuracy in short-term predictions, which can easily be
derived from the recent sales trend data [7]. There are several
variations of exponential smoothing models, such as simple
exponential smoothing, double exponential smoothing, and
Holt-Winters exponential smoothing.

Prophet: is a forecasting library developed by Facebook’s Core
Data Science team especially designed for time-series data. It
uses an effective model for forecasting long-term time-series
forecasting sales where non-linear trends fit with yearly, weekly,
and daily seasonality. It combines a generalized additive model
with additional concepts for handling outliers and holidays in
a manner that reduces the need for manual feature engineering
compared to traditional time-series models [8], [9].

Demand forecasting in the retail sector is challenging because
of various reasons like seasonality, promotions, economy, and
emerging trends and disruptions. The primary challenges are
related to promotions, seasonality, economic factors, and due
to emerging trends and disruptions. Sales events, discounts,
and new product launches are examples of events that largely
affect demand and should thus be included in the related
models of demand forecasting. Accurately forecasting demand
during promotions poses an enormous challenge for retailers
[10]. Seasonality often occurs over a year in business patterns
due to the changing of seasons, holidays, and other recurring
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events. Accordingly, seasonality helps to determine that some of
such business decisions occurred, like inventories and staffing
[11]. Economic factors and macroeconomic indicators such as
unemployment rates, consumer sentiment, and inflation affect
consumer spending, hence demand. The impact of emerging
trends and disruptions such as the COVID-19 pandemic have
disrupted demand patterns and caused significant challenges
to traditional approaches to forecasting [12]. While most of the
emerging literature on the pandemic has focused on disease
progression, a few have focused on consequent regulations
and their impact on individual behavior.

The contributions of this paper include a quantitative behavior
model of fear of COVID19, impact of government interventions
on consumer behavior, and impact of consumer behavior on
consumer choice and hence demand for goods. It brings together
multiple models for disease progression, consumer behavior
and demand estimation— thus bridging the gap between disease
progression and consumer demand. We use panel regression
to understand the drivers of demand during the pandemic and
Bayesian inference to simplify the regulation landscape that can
help build scenarios for resilient demand planning. We illustrate
this resilient demand planning model using a specific example
of gas retailing. We find that demand is sensitive to fear of
COVID-19 — as the number of COVID-19 cases increase over
the previous week, the demand for gas decreases - though this
dissipates over time. Further, government regulations restrict
access to different services, thereby reducing mobility, which
in itself reduces demand.

III. METHODOLOGY
This section outlines the processes that were used to gather,
prepare, and analyze the data, selecting and implementing
different forecasting models, performing predictions, and
evaluating the results. Figure 1 shows an overview workflow
of demand forecasting in retail.

Dataset and preprocessing: The data of this study come from a
Kaggle Global Super Store Dataset for online retail business. It
consists 0f 51,290 records of four years (2011 to 2014) in order
of historical sales data. This dataset will give a sales trend and
patterns for predicting demand sales that are developed by using
the predictive model. The analysis will seek the most important
variables that have an impact on sales performance and enable
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Figure 1. Demand forecasting workflow in Retail demand forecasting.
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more accurate predictions of the insights into how consumers’
behavior affects demand.The description of the column of the
Global Super Store Dataset is described in Table 1.

TABLE 1-- DATASET ATTRIBUTES AND DESCRIPTION

Column Name | Description

Row ID A unique ID for each row in the dataset.

Order ID A unique Order ID placed by a customer.

Order Date The date when the order was ordered by the
customer.

Ship Date The date when the order was shipped to the
customer.

Ship Mode The mode through which the product is

shipped.

Customer 1D Unique ID for the customer who made the

purchase.

Customer Name | The name of the customer making the

purchase.
Segment The market segment, such as consumer,
corporate, or home office.
City The city where the customer is situated.
State The state where the customer is located.
Country The country where the customer lives.

Postal Code The postal code for the shipping address of

the customer.

Market The market in which the customer operates,
such as consumer goods, technology, etc.

Region The geographical region where the customer
lives, such as North America, Europe, etc.

Product ID Unique ID for each product.

Category The general type of product (office supplies,

furniture, technology, etc.).

A specific subclass within the product
category (e.g., chairs, phones, etc.).

Sub-Category

Product Name | The name of the product purchased by the

customer.
Sales The total value of sales in the sales
order for the product (usually in units of
currency).
Quantity The number of products sold in the order.
Discount The discount % applied to the product
during the sale.
Profit The profit earned from the sale of the

product.

The cost incurred to ship the product to the
customer.

Shipping Cost

Order Priority The priority level of the order (e.g., high,

medium, low).
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Several preprocessing techniques were performed on the dataset
such as type conversion, cleaning, and checking missing values.
The Date needs to be converted into “DD/MM/YYYY” format
which can be used for grouping order-date with the correct format.
The dataset needs to be checked for the missing records that
cause incorrect analysis results.

Exploratory Data Analysis (EDA): is the first step in any data
science project because it helps to understand the characteristics
of the data, identify patterns, and reveal any potential issues or
anomalies. The goal of the EDA in this study is to explore the
sales data and identify any trends, seasonality, or other patterns
that could be useful for demand forecasting [21]. Figure 2
shows the unique order-date format is “DD/MM/YYYY”, and
one needs to change the format to “YYYY/MM/DD” for better
standardization, clarity, and sorting. This change follows the ISO
8601 standard, helping avoid confusion and making it easier to
chronologically order the dates. Exploring dataset shows missing
value for each column in the dataset. The column “Postal
Code” has 41,296 missing values but other columns have not.
If you are considering “Post Code” in the analysis, you need
to replace missing values with Mean, Medium, and Mode or
Remove row for high-quality data leads to more accurate and
reliable analysis. Time series plot (Figure 2) shows a strong
annual seasonality pattern, as well as an overall upward trend
in sales over time.

Figure 3 shows the missing value for each column in the
dataset. The column “Postal Code” has 41,296 missing values
but other columns have not. If you are considering “Post Code”
in the analysis, you need to replace missing values with Mean,
Medium, and Mode or Remove row for high-quality data leads
to more accurate and reliable analysis. Figure 4 clearly shows a
strong annual seasonality pattern, as well as an overall upward
trend in sales over time.

Checking for Forecasting Model: The modeling steps are
described here. The logic step-by-step of choosing a forecasting
model involves several critical stages, starting with data
preprocessing to ensure the dataset is clean and choosing the
best-suitable model for the forecasting. This process includes
Algorithm-evaluating models, such as ARIMA, Exponential
Smoothing, and Prophet.

Step 1: Initialize Parameters

Install and load the required R libraries: “tidyverse”,

“forecast”, “readxl]”, “scales”, and “prophet”, to handle data

manipulation, forecasting, and visualization.

e tidyverse: For data manipulation and visualization.

¢ Forecast: For ARIMA and ETS modeling.

¢ readxl: For importing Excel files.

e Scales: For formatting axis labels (like converting sales
into millions).

e Prophet: For time-series forecasting using the Prophet
model.
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Figure 3. ACF and PACF plot.

Step 2: Load Data
Define the file path to the dataset that contains sales data and
read it using the “read_excel” function.

Step 3: Preprocess Data

Verifying the “Order date” column and converting its column
to a standard date format (%d-%m-%Y)

Extract the year and month from the “Order Date” column and
create a new column.

Step 4: Aggregate Sales Data by Month
Group the data by Year Month to calculate the total sales by
each month, storing it in a new data frame monthly sales.

Step 5: Prepare Time Series Object
Construct a time-series object (ts_data) data with frequency
(12 monthly data) and start year and month (January 2011).

Step 6: Fit Models and Generate Forecasts:

*  Automatically identify and fit the best ARIMA model using
auto.arima and forecast sales for the next 12 months.

*  Apply the Exponential Smoothing (ETS) method to build
a forecasting model and generate forecasts for the next
12 months.

*  Prepare data by renaming columns (Date — ds, Sales —
yhat).

*  Create and fit a Prophet forecasting model using the
reformatted data and extend the date range by 12 months
using “make_future_dataframe”.
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Step 7: Visualize the Forecast
*  Use autoplot for ARIMA/ETS and ggplot for Prophet

to display forecast results, including a line for predicted
values (that for Prophet), a shaded ribbon for confidence
intervals (yhat_lower and yhat upper).

*  Customize the plot with Title: “Sales Forecast for the Next
12 Months”, X-axis: “Order Date” and Y-axis: “Sales (in
Million)”. Format the y-axis to display sales in millions
using label number with appropriate scaling and suffix.

ARIMA Model: The ARIMA (Autoregressive Integrated

Moving Average) model is a popular and widely used time

series forecasting model. It is a class of models that capture

linear dependencies of the current value on the past value of

the time series. ARIMA model is defined by three parameters

®. d. ) [13].

*  pis the number of autoregressive terms,

* d is the number of non-seasonal differences needed for
stationarity,

* g is the size of the moving average window.

The ARIMA model can be extended to include seasonal
components to handle time-series data that exhibit seasonal
patterns [14]. The benefit of the ARIMA model [15], [16] can
handle non-stationary time series data, can model both short-
term and long-term patterns, and is a very general model that
can be adapted to many different time series.

Exponential Smoothing Model: Exponential Smoothing is
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another popular time series forecasting technique. The Holt-
Winters exponential smoothing method is an extension of
simple exponential smoothing that can handle time series with
trend and seasonality.

The Holt-Winter’s method uses three parameters:

1. a (Coefficient of level smoothing or base value): The

parameter a determines the weight of the past values.

B (Coefficient of trend smoothing or trend value): The

parameter 3 determines the degree of the recent trend

values.

3. v (Coefficient of seasonality smoothing or seasonal
component): The parameter y indicates the coefficient for
the seasonal smoothing.

2.

Exponential is simple to implement, requires fewer parameters
compared to ARIMA, and can handle non-stationary data well.

Prophet Model: The Prophet model, developed by Facebook,
is designed to handle an additive time-series model to analyze
and predict trends in time-series data. It can manage multiple
seasonality trends (such as daily, weekly, and yearly cycles),
holidays, and other special events. It is user-friendly and
particularly useful for quickly testing ideas and generating
reports when the data has strong repeating patterns [21], [22].

Key Features of the Prophet:

*  Seasonality and Holidays: Prophet automatically identifies
seasonal patterns and includes holiday effects, making it
suitable for business applications such as sales forecasting
[23].

*  Ease of Use: The model requires less preprocessing of data
as compared to LSTM, which demands significant tuning
and preparation of data [21].

*  Performance: Prophet has shown better performance of
accuracy metrics such as Mean Absolute Error (MAE) in
forecasting complex and non-linear trends [22].

The basic equation that represents the Prophet model is:

) =g +s(t) + h(t) + & (1
where y(?) is the observed value at time ¢ and g(?) is the trend
function that models non-periodic changes. In equation 1, 5(2) is
the seasonality component that models periodic changes (e.g.,
daily, weekly, yearly), A(?) represents the effects of holidays
or special events and ¢, is the error term that accounts for any
noise in the observations.

Model Evaluation Metrics: To evaluate the performance of the
forecasting models, we can use various metrics.

Mean Absolute Error (AME): Measures the average absolute
difference between the actual and forecasted values. It’s a
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measure of overall accuracy but does not consider the direction
(whether the forecast was over or under the actual value:

AME = % 1 | Actual; — Forecast; | 2)
The advantages are that it is easy to compute and gives an
overall view of forecast error. The disadvantage is that it can
be misleading if you have values with different scales, as it
doesn’t consider the size of the errors relative to the values
themselves. The main use case is, it is helpful when you want
a general idea of how far off the forecasts are from the actual

values on average.

Mean Absolute Percentage Error (MAPE): Measures the
average percentage error of the forecasts. It’s a relative measure,
meaning it compares the magnitude of the forecast errors
relative to the actual values:

Actual; —Forecast;
Actual;

x 100 3)

MAPE = Z 3,
The advantage is that it gives a percentage error that is easy to
understand and compares across different datasets, even if they
have different scales. It’s sensitive to small actual values—if an
actual value is close to zero, MAPE can become very large or
undefined. It also doesn’t handle negative values well (this can
be an issue for certain types of data like profit and loss, where
both positive and negative values exist). MAPE is widely used
for understanding the accuracy of a model in a more interpretive
way, especially when comparing models across datasets with
different magnitudes.

Root Mean Squared Error (RMSE): Measures the average
squared difference between the actual and forecasted values.
Squaring the errors penalizes larger errors more heavily, making
RMSE sensitive to large forecast errors:

mn
1
RMSE = EZ(Actuali — Forecast; )? 4)
i=1

RMSE is widely used because it has the same units as the data
itself, making it intuitive and useful for measuring the overall
magnitude of the forecast error. Like MAPE, RMSE can be
disproportionately influenced by outliers (large errors). It is
also sensitive to the scale of the data, so it can be less useful
when comparing models on datasets with different units or
scales. RMSE is helpful when you want to understand how
many errors, on average, are made by your model, with larger
errors having a more significant impact.

R-squared (R2): Measures the proportion of the variance in the
dependent variable that is predictable from the independent
variables. It is often used to assess how well the forecasting



model has captured the underlying patterns in the data:

n

1
" Z (Residual;)? )

i=1

R-root =

where Residuals are:
Residuali = Actual; - Forecast;

R-squared is a common metric for assessing the performance
of the model’s error distribution and ensures that the model fits
well to the data without overfitting or underfitting. Like RMSE,
it is influenced by outliers and doesn’t provide insight into the
direction of the forecast errors. R-root is in diagnosing whether
your model is consistently underestimating or overestimating
the values, as it is based on the residuals. Through this
comprehensive analysis, we can determine the most suitable
forecasting model for the given retail demand data based on
its performance and the specific business requirements [18],
[19], [20].

TIME SERIES MODEL FOR OPTIMIZATION

III. RESULT AND EVALUATION
This section presents an analysis of time-series data results by
using ARIMA, Exponential Smoothing, and Prophet models
fitted on the Global Super Store Dataset for demand forecasting
in retail. The key findings of the ARIMA model result are:

After applying the ARIMA models to the dataset, Figure 4
depicts the sales forecast for the next 12 months of the time
series. The x-axis indicates the period (monthly), and the
y-axis indicates the sales amount in millions. The blank line
represents past sales performance from 2011 to 2015 which is
noticeable patterns, such as seasonality or trends, are essential
for understanding future forecasts. And the blue line indicates
the forecasted sales in the next 12 months till 2016. Upward
trending implies growth. However, if it is going downwards,
that may indicate the possibility of a fall in sales. It has cyclic
patterns that occur at specific intervals; these are seasonal
patterns. Detecting these patterns can also help one determine
peak periods of sales and prepare for them.

Figure 5 depicts the sales forecast for the next 12 months of
the time series by making use of Exponential smoothing. The
x-axis represents the period (monthly), and the y-axis represents
the sales amount in millions. Data from 2011 to 2015 are
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shown as overall trends and seasonal patterns of historical
sales performance which is very important in making proper
forecasts. The blue line indicates the forecast from 2015 to
2016. The graph might display seasonality, where certain times
of the year have higher or lower sales. These trends allow
companies to plan for inventory and marketing.

Figure 6 depicts the sales forecast for the next 12 months of
the time series by applying the Prophet model. The x-axis
represents the period (monthly), and the y-axis represents the
sales amount in millions. The lines show general trends and
seasonal patterns in sales that are important for making accurate
forecasts. The width of the shaded area indicates increasing
uncertainty about the sales predictions as we move further into
the future. The close fit of the black line, historical data, and
the beginning of the blue line, forecasted data, suggests that
the Prophet model is capturing the trend and seasonality in the

historical data well. However, the widening confidence interval
points out that the uncertainty in the forecast is increasing, a
common phenomenon as we move further into the future.

The key findings of the analyzed sales distribution across by-
month results are shown in Fig. 7. The box plot displays the
key highlight of trends and patterns for sales distribution across
by month. The x-axis represents the months from Jan to Dec,
while the y-axis shows the sales values. Each box illustrates
the inter-quartile range (IQR) for sales within that month, the
whiskers span to capture the sales values within 1.5 times the
IQR. Outliers, which represent the values of sales far apart from
the rest, appear as individual points beyond the whiskers. This
visualization helps detect the variability in sales, trends and
anomalies throughout the year. The key findings of identifying
seasonal patterns across time are shown in Figure 8.
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Figure 6. Sales forecast for the next 12 months using the Prophet model.
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The heatmap displays monthly sales data, with deeper blue
shades representing greater sales and lighter shades signifying
lower sales. The color bar is between 0.1 and 0.5 million sales.
The heat map shows that sales peaked during November and
December. Thus, it indicates seasonal increased sales during
November and December of the year. Therefore, retailers need
to prepare stock in that period to avoid going out of stock. The
key findings for understanding the long-term growth of sales
results are shown in Fig. 9.

The plot of the moving average of sales (Fig. 10) reveals a
steady rise between 2011 and 2015, thus indicating long-term
growth. While short-term fluctuations are evident, the moving
average smooths out these variations to reveal overall sales
progression. Thus, periods of notable growth, such as between
2013 and 2014, can be marked with a steeper sales increase.
This visualization presents an easy way to understand the
long-term performance while showing seasonal patterns for
further analysis.

IV. MODEL PERFORMANCE COMPARISON
To determine the most effective model for retail demand
forecasting, we evaluated the three models using key
performance metrics: Mean Absolute Error (AME), Mean
Absolute Percentage Error (MAPE), Root Mean Squared Error
(RMSE), and R-squared.

TIME SERIES MODEL FOR OPTIMIZATION

Table 2--THE PERFORMANCE METRICS OF THREE MODELS

Model AME MAPE |RMSE R-squared
ARIMA Metrics  [7.316117 | 1.42646419.414287 |-4.317755
Exponential 7.405794 [ 1.51678919.466270 |-4.476307
Smoothing Metrics

Prophet Metrics 4.092523 [8.1981025.166865 |5.687250

Thus, Prophet usually overcomes ARIMA and Exponential
Smoothing in most of the metrics. It has the smallest Absolute
Mean Error (AME), and Root Mean Square Error (RMSE)
values, as well as the highest R-squared value, which means
that this model is the most accurate for forecasting in this
scenario. The MAPE for ARIMA is the lowest, while its RMSE
is competitive. Therefore, ARIMA would appear that the
general accuracy of the highest model. The R-squared of the
ARIMA model is larger than the R-squared of the Exponential
Smoothing; hence, the ARIMA model can better describe the
variation in the data. Overall, Exponential Smoothing performs
worse on all. Ultimately, Prophet and ARIMA both show
strong performance, with Prophet excelling in most metrics
and ARIMA having notable accuracy in MAPE and RMSE.
Different combinations of p, d, and g values that were tested and
their corresponding AIC valueswere recorded while evaluating
ARIMA model. The optimal ARIMA model can then be chosen
based on the lowest AIC (values are given in Table 3).
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TABLE 3 -- THE RESULT OF THE ARIMA MODEL WITH DIFFERENT (p, d, q)

Order No ARIMA (p, d, q) AIC Order No ARIMA (p, d, q) AIC
1 (0,0,0) 23,045.34 17 (2,0,0) 22,966.80
2 (0,0,1) 22,973.49 18 (2,0,1) 22,865.13
3 (0,0,2) 22,971.95 19 (2,0,2) 22,860.18
4 (0,0,3) 22,965.17 20 (2,0,3) 22,821.22
5 (0,1,0) 23,466.80 21 (2,1,0) 23,146.54
6 (0,1,1) 22,854.18 22 2.1,1) 22,833.18
7 0,1,2) 22,846.06 23 2,1,2) 22,805.91
8 (0,1,3) 22,833.21 24 (2,1,3) 22,772.27
9 (1,0,0) 22,966.39 25 (3,0,0) 22,956.20
10 (1,0,1) 22,869.99 26 (3,0,1) 22,848.48
11 (1,0,2) 22,862.91 27 (3,0,2) 22,812.66
12 (1,0,3) 22,847.60 28 (3,0,3) 22,787.41
13 (1,1,0) 23,278.48 29 (3,1,0) 23,088.15
14 (1,1,1) 22,848.43 30 (3.,1,1) 22,828.73
15 (1,1,2) 22,843.59 31 (3,1,2) 22,802.02
16 (1,1,3) 22,814.44 32 (3,1,3) 22,809.10
The ARIMA modeling results suggest that the ARIMA (2, 1, = REFERENCES

3) model is the most suitable for forecasting the given time
series, as it yields the lowest AIC value of 22,772.27. This
model configuration indicates that the time series requires first
differencing (d = 1) to achieve stationarity, utilizes two lagged
values (p = 2) for the autoregressive part, and incorporates
three previous forecast errors (¢ = 3) in the moving average
component. The low AIC value suggests that this model
achieves an optimal fit while avoiding unnecessary complexity.
Therefore, the ARIMA (2, 1, 3) model is the best candidate for
future predictions based on its performance in comparison to
other configurations tested.

V. CONCLUSION

The study indicates that ARIMA, Exponential Smoothing,
and Prophet models are highly efficient in terms of retail
demand forecasting. In general, the models have strong points,
but Prophet was considered the most efficient in general
performance, especially for seasonal and promotional variation
datasets. The type of characteristic of the sales data should
influence the selection of the forecast model. Therefore, the
frequent seasonality and other special occasions characterize
the trends of interest, Prophet will likely be a better fit.
However, for relatively straightforward trends where such
external disturbances are minimal, ARIMA or Exponential
Smoothing can be useful also. It also highlights the importance
ofusing the right forecasting model to suit the nature of data and
the needs of a specific retailer. The selection of the right model
can be of great help in optimizing business activities, improving
customer satisfaction, and gaining competitive advantage in an
increasingly complex and dynamic retail market.
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