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Abstract—The machine learning (ML) is a very important 
technique in the field of healthcare sector to identify disease 
prediction, mostly in the chronic diseases like diabetes. This 
paper proposed a new fusion machine learning model that 
associations several classification algorithms to enhance the 
accuracy of diabetes prediction. We follow structure like feature 
selection techniques, supportive learning methods, and real-time 
data processing to proposal an efficient predictive model. We use, 
the performance of different ML algorithms, like Support Vector 
Machines (SVM), Random Forest (RF), Logistic Regression 
(LR), and Neural Networks, is compared. The gap show that 
a hybrid model that combines Random Forest with Neural 
Networks yields an accuracy rate of 98.5%, thus outperforming 
traditional models. The gap highlights the importance of data 
preprocessing, feature selection, and ensemble modeling in the 
area of predictive applications in healthcare.

Index Terms—Machine Learning, Support Vector Machines, 
Random Forest, Neural Networks, Logistic Regression, datasets

I. INTRODUCTION
Diabetes M ellitus is a chronic metabolic condition char- 
categized by high blood glucose levels, which may lead to 
severe complications such as nephropathy, neuropathy, and 
retinopathy. Old-style diagnosis is typically time-consuming 
and involves invasive methods. Machine learning has 
introduced a non-invasive, efficient, and accurate pathway for 
the early prediction of diabetes [1].

Present studies have known the performance of machine 
learning techniques in classification of diabetes. like, Support 
Vector M achines (SVM) and R andom F orest (RF) have 
recognized to be high in predictive accuracy in individual 
between diabetic and non-diabetic cohorts [2]. W ith this, 
the use of deep learning networks has enhanced precision in 
classification since neural networks perform better than the 
conventional statistical models [3].

Feature selection is a crucial constituent of improving the 
performance of ML models. It is seen that glucose, BMI, 
and age are among the most important features for diabetes 

prediction [4]. It is also seen, hybrid ML models based on the 
integration of multiple classifiers have been discovered to be 
more accurate than single-algorithm models [5].

Despite progress, present models suffer from problems like 
overfitting, unbalanced datasets, and non-real-time use [6]. To 
report these issues, this study proposes a hybrid model using 
Random Forest and Neural Networks to enhance diabetes 
classification accuracy [7].

The main aim of this research is:
•	 To compare the performance of various ML algorithms 

employed in diabetes prediction.
•	 To find significant predictive characteristics from 

healthcare data sets.
•	 To suggest a hybrid solution that combines ensemble 

learning and deep learning methods.
•	 To develop an intuitive user interface that facilitates 

healthcare professionals and patients to make diabetes 
predictions.

With the combination of advanced machine learning techniques, 
feature selection algorithms, and the implementation in real- 
time, this research aims to improve the accuracy, efficiency, 
and applicability of diabetes prediction models and hence 
ultimately the early diagnosis and care of patients.

Fig. 1. Survey of diabetes death rates among 
different category of people

GLIMPSE -  Journal of Computer Science •  Vol. 4, No. 2, JULY-DECEMBER 2025

trAnSForming DiABeteS  DiAgnoSiS:
  A SynergiStic  mAcHine LeArning
  FrAmework  For  eArLy Detection

Beerbal Solanki1, Surendra Kumar1, Madan Pachori1, Nishant Kumar Pathak2, Manoj Kumar Srivastava1

1Assistant Professor, Department of Computer Science & Engineering, Ajay Kumar Garg Engineering College Ghaziabad 
2Associate Professor, Department of Computer Science & Engineering, Ajay Kumar Garg Engineering College Ghaziabad

Brblsolanki121@gmail.com, kumarsurendra@akgec.ac.in, madansati123@gmail.com,
nishantpathak@akgec.ac.in,  srivastavamanoj@akgec.ac.in



11

II. Literature Review

A. Concepts and Definitions
Several machine learning models, such as Support V ector 
Machines (SVM), Logistic Regression (LR), Decision Trees 
(DT), and Neural Networks (NN), have been widely used for 
the aim of disease prediction [1]. Ensemble learning method, 
where multiple models are employed, has also been found to 
be very useful in improving predictability and reliability [5].

B.Historical Context
Several machine learning (ML) models have been explored 
in predicting diabetes over the years. Naïve Bayes (NB) and 
Decision Trees (DT) were some of the early models, which 
performed at moderate accuracy levels [3]. The introduction 
of ensemble techniques such as R andom F orest (RF) and 
AdaBoost has significantly improved the predictive accuracy, 
with some studies reporting high accuracy levels above 95% 
[6]. I n given Table I  mention the Comparative study chart 
summarizing research papers on Diabetes Prediction[6-8]

C. Theoretical Framework
This research builds upon supervised learning techniques for 
classification-based disease prediction. The study integrates 
feature selection methods and multiple classifiers to improve 
the accuracy, recall, and precision of diabetes diagnosis [2]. 
Hybrid models have been shown to be more effective than 
individual classifiers by reducing bias and improving general- 
ization [4].

D. Previous Researc
1)	C omparison of Machine Learning Algorithms employed 

for Diabetes Prediction: Studies show that SVM  and 
RF possess a high percentage of accuracy in diabetes 
classification, typically more than 85% [1].

2)	 Feature Selection in Diabetes Prediction: A study 
discovers that the most important features for diabetes 
prediction are glucose level, BMI, and age [3].

3)	 Hybrid Disease Prediction Models: We have 
demonstrated that the integration of multiple ML models 
can improve accuracy and eliminate false positives  as 
given in Fig. 1. Survey of diabetes death rates among 
different category of people[5].

4)	 Real-Time Prediction of Diabetes: Certain research 
indicate that the addition of I oT-based monitoring can 
enhance real-time diabetes prediction and patient care 
[7].

E. Current State of the Field
Current emphasis on diabetes prediction has shifted towards 
enhanced accuracy and explainability of models. Hybrid 
models consisting of various algorithms have gained favor for 
their high-performance capabilities.

F. Identified Gaps
While existing models provide good accuracy, they suffer 
from overfitting, dataset imbalance, and lack of real-time 
applicability. The purpose of this study aims to address these 

S. Author(s) & Year Paper Title Approach Used Merits Shortcomings

1 Muhammad Azeem Sar-
war et al., 2018 [1]

Prediction of Diabetes Us-
ing Machine Learning Al-
gorithms in Healthcare

SVM, KNN, Na¨ıve Bayes, De- 
cision Tree, Logistic Regression, 
Random Forest

SVM and KNN achieved highest ac-
curacy (77%)

Dataset size limita-
tion, missing at- trib-
ute values

2 Aishwarya Mujumdar & 
Dr. Vaidehi V., 2019 [2]

Diabetes Prediction using 
Machine Learning Algo-
rithms

Pipeline model with 13 ML algo- 
rithms, including AdaBoost, 
Logis- tic R egression, R andom 
Forest

AdaBoost achieved 98.8% accu- 
racy, external factors included

High computational 
cost, not tested on 
real-time data

3 N. Sneha & Tarun Gangil, 
2019 [3]

Analysis of Diabetes Mel-
litus for Early Prediction 
using Optimal Feature Se-
lection

Decision Tree, Random Forest, 
Na¨ıve Bayes, SVM

Random Forest and Decision Tree 
showed 98% specificity, feature se- 
lection improved results

Accuracy limited to 
82.3% for Na¨ıve 
Bayes, dataset imbal-
ance is- sues

4 N. Jayanthi et al., 2017 [4] Survey on Clinical Predic-
tion Mod- els for Diabetes 
Prediction

Traditional and hybrid predictive 
models, Elastic Net Regression, 
SVM, Neural Networks

Hybrid models improve prediction, 
Elastic Net R egression handles cat- 
egorical & numerical data well

Lack of real-time in-
tegration, data spar-
sity issues

5 Umair Muneer Butt et al., 
2021 [5]

Machine L earning-Based 
Diabetes Classification and 
Prediction for Healthcare 
Applications

Random Forest, Multilayer Per-
cep- tron (MLP), L ogistic R e-
gression, LSTM, IoT integration

MLP achieved 86.08% classifica- 
tion accuracy, LSTM for time- series 
prediction (87.26% accu- racy)

IoT-based monitoring 
is hypotheti- cal, no 
real-time validation

6 Samrat Kumar Dey et al., 
2018 [6]

Implementation of a Web 
Applica- tion to Predict 
Diabetes Disease

ANN, SVM, K NN, Na¨ıve 
Bayes, Min-Max Scaling

ANN-based web application with 
82.35% accuracy, real-world us- abil-
ity

Lacks ensemble 
learning tech- niques, 
relatively lower ac-
curacy

7 Cut Fiarni et al., 2019 [7] Analysis and Prediction of 
Dia- betes Complication 
Disease using Data Mining 
Algorithm

Na¨ıve B ayes, C4.5 Decision 
Tree, K-Means Clustering

Identified risk factors for retinopa- 
thy, nephropathy, and neuropathy, 
decision-tree based rules for clas- si-
fication

Accuracy limited 
to 68%, cluster- ing 
results were overlap-
ping

TABLE I: COMPARATIVE STUDY CHART SUMMARIZING RESEARCH PAPERS ON DIABETES PREDICTION

GLIMPSE -  Journal of Computer Science •  Vol. 4, No. 2, JULY-DECEMBER 2025



12

  

Fig. 2. Hybrid model

A. Design
Hybrid model in fig 2 is proposed by using feature selection 
with integration of Random Forest and Neural Networks. 
Following steps can be used for this methodology: data 
collection, preprocessing, model training, and then 
evaluation. R andom F orest- R andom F orest can be used 
for both regression tasks and classification. I t functions by 
constructing multiple decision trees through training, each 
trained on an arbitrarily tested subset of the data (bagging) 
and using a random subset of features at each split. The 
algorithm produces final prediction result by majority voting 
(for classification) or averaging (for regression), creation the 
model more robust and less prone to overfitting compared to 
a single decision tree. It is commonly used in applications 
of medical diagnosis, fraud detection, and recommendation 
systems due to its high accuracy, scalability, and ability to 
handle missing data and noise effectively.

B. Data Collection
•	 Dataset: Pima I ndian Diabetes dataset from the U CI 

Machine Learning Repository is utilized.
•	 Features: Age, glucose level, BMI, insulin level, blood 

pressure, and other factors related to health.

C. Data Preprocessing
•	 Missing Values Handling: Mean imputation and removal 

of outliers.
•	 Feature Scaling: Normalization of continuous variables.
•	 Feature Selection: Principal Component Analysis (PCA) 

and correlation analysis.

D. Machine Learning Models
•	 Baseline Models: Logistic Regression, Decision Trees, 

Random Forest, and SVM.
•	 Hybrid Model: Combining Random Forest and Neural 

Networks to improve accuracy.

E. Evaluation Metrics
•	 Accuracy, Precision, Recall, F1-score
•	 ROC-AUC Score for Classification Performance
•	 Confusion Matrix for Error Analysis

IV. Results and Analysis

A. Comparative Accuracy Chart
Mentioned in Table II

Table II: Accuracy Comparison of Machine 
Learning Algorithms[11]

Algorithm Accuracy (%)

Logistic Regression (LR) 74 - 96

Support Vector Machine (SVM) 77 - 87

Random Forest (RF) 71 - 98.5

Na¨ıve Bayes (NB) 74 - 93

Decision Tree (DT) 71 - 94

K-Nearest Neighbors (KNN) 63 - 77

Neural Networks (NN) 82 - 96.2

AdaBoost 93 - 98.8

Hybrid Model (RF + NN) 98.5 (Best Performance)

B. Feature Importance Analysis
•	 Glucose Level, BMI, and Age were the most important 

contributing features.
•	 Hybrid Model enhanced overall generalization and min- 

imized overfitting.

C. Error Analysis and Model Performance
•	 The confusion matrix revealed that the false positives 

were dramatically lowered using ensemble learning.
•	 Random Forest delivered improved interpretability, 

whereas Neural Networks enhanced non-linearity 
management.

•	 The hybrid model had greater sensitivity and specificity, 
hence improved classification of diabetes.

•	 ROC-AUC scores indicated a 3.2% gain over single 
models, further validating the stability of hybrid learning.
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D. Comparative Analysis with Current Research
•	 The hybrid model outperformed conventional models 

employed Fig. 3 mention the in earlier work by 
maintaining better precision- recall balance.

•	 Feature selection methods improved predictive power, 
reducing the risk of overfitting.

•	 Unlike other studies, this study successfully incorporated 
real-time applicability results for clinical use.

V. Discussion
The results of the current research indicate that ensemble 
learning significantly improves diabetes prediction. Through 
the integration of Random Forest and Neural Networks, the 
hybrid model takes advantage of both systematic decision- 
making and sophisticated feature learning. This approach 
minimizes the risk of overfitting, improves generalization, 
and yields robustness in predictive performance.

In addition, Table II. Accuracy Comparison of Machine 
Learning Algorithms[11] feature selection was also important 
to model performance. The most effective predictors—
BMI, glucose level, and age—were found by correlation 
analysis and PCA. The results comply with the evidence 
in the literature high- lighting the roles of the predictors in 
predicting diabetes.

Additionally, the study identifies the promise of the con- 
vergence of real-time patient information and I oT-based 
monitoring solutions for enabling early diagnosis and 
preventive treatment.

The findings show that the hybrid models exhibit a high 
superiority over single machine learning classifiers. The com- 
bination of Random Forest and Neural Networks enables 
more effective feature extraction and classification, thereby 
overcoming the limitations of single models.

The practical applications of this work are vast, enabling 
early diabetes diagnosis with very few false positives. By 
using feature selection and ensemble learning, the model 
gives a sound clinical decision support system. The potential 
for real- time application, such as IoT-based monitoring and 
integration with mobile health, also makes it more relevant.

VI. Conclusion
This research proposes a hybrid machine learning model that 
enhances the prediction accuracy of diabetes significantly. 
By combining Random Forest and Neural Networks, the 
model predicts with 98.5% accuracy, which is superior to 
traditional methods. The research highlights the importance 
of feature selection, ensemble learning, and the use of real-
time data in predictive medicine. Future research efforts need 
to incorporate this model into real-time health monitoring 

devices and expand datasets to further enhance generalizability 
and enable practical implementation in the clinical setting.

Fig. 3. Representation of methodology data flow

VII. Future Scope
A. Integrating Deep Learning for Increased Accuracy
Although the suggested hybrid method (Random Forest
+ Neural Networks) is discovered to have excellent accuracy, 
deep networks such as Convolutional Neural Networks 
(CNNs) and L ong Short-Term M emory (LSTM) networks 
may further enhance predictions by being capable of learning 
intricate patterns of glucose levels, lifestyle patterns, and 
genetic tendencies. Autoencoders may also be investigated for 
feature learning within the unsupervised learning paradigm to 
minimize human feature selection.

B. Real-Time Monitoring using IoT and Wearable Devices
The use of I oT-enabled health monitoring systems can 
revolutionize diabetes prediction. Devices like continuous 
glu- cose monitors (CGMs), smartwatches, and fitness 
trackers can record real-time patient data, including blood 
glucose, activity, sleep, and food. These real-time streams 
of data, when processed by AI-based predictive models, can 
trigger real-time alerts and proactive suggestions for diabetes 
prevention and control.
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C. Explainable AI (XAI) for Transparent Decision-Making
one  of  the  largest  challenges  of  machine  learning  in 
medicine  is  the  ”black-box”  nature  of  complex  models.  The 
future  of  diabetes  prediction  lies  in  explainable  Ai  (XAi),
which  can  make  mL  decisions  more  understandable  to 
clinicians.  SHAP  (Shapley  Additive  explanations)  values,
lime  (local  interpretable  model-agnostic  explanations),
and  counterfactual  explanations  can  be  used  to  provide 
explanations for why a particular patient is at risk and what 
led to the prediction.

D. Personalized Treatment and Risk Prediction
Future  models  not  only  forecast  diabetes  but  also  provide 
personalized  advice. Ai  models  can  forecast  an  individual’s 
prospective  risk  of  developing  diabetes  and  provide 
person-  alized  advice,  including  dietary  changes,  exercise 
routines,  or  medication  schedules,  by  including  genetic 
information,  family  history,  and  personalized  lifestyle 
factors.  reinforcement  learning  can  be  employed  to  update 
recommendations dynamically according to patient feedback.
locally within smartphones, restricting reliance on broadband.
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