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Abstract -The prevalence and danger of network information 
insecurity are on the rise, and hackers are taking advantage of 
human vulnerabilities to attack end-to-end technology using 
techniques such as social engineering, phishing, and pharming. 
one of the key steps in these attacks is the use of malicious 
uniform Resource Locators (uRLs) to deceive users. As a result, 
there has been an increased interest in the detection of malicious 
uRLs using machine learning and deep learning techniques. 
This paper proposes a method for detecting malicious uRLs 
based on their behaviours and attributes using machine learning 
algorithms and big data technology. The proposed system consists 
of a new set of uRL features and behaviours, a machine learning 
algorithm, and big data technology, all aimed at improving the 
ability to detect malicious uRLs based on abnormal behaviours. 
The experimental results indicate that the proposed uRL 
attributes	and	behaviour	can	significantly	enhance	the	ability	to	
detect malicious uRLs. Therefore, this proposed system can be 
considered an optimized and user-friendly solution for detecting 
malicious uRLs. 

Keywords: uRL, malicious uRL detection, feature extraction, 
feature selection, and machine learning.

I. INTRoDuCTIoN
as society becomes increasingly reliant on online services, 
the prevalence of online fraud and malicious websites also 
grows. Many users are unaware of these threats and may 
assume any website is legitimate, making the prevention of 
such attacks complex. uRls are particularly vulnerable to 
malicious attacks, as they are the first and most cost-effective 
way to access information about websites. therefore, it is 
essential to determine whether a uRl is malicious or benign. 

to identify malicious uRls, various methods are employed. 
Blacklisting and heuristic approaches are commonly 
used, but they are limited in their ability to evolve with 
the constantly changing threat landscape. Malicious uRl 
detection applications combine static information such as 
lexical features of the uRl string with host information and 
htMl or JavaScript content to identify malicious uRls [1]. 
the primary goal of malicious uRl detection is to identify 
and prevent uRls that contain malicious software, phishing 
attempts, or other harmful content. these uRls can pose 
significant risks to user safety and privacy, and they can be 
delivered through various means, such as email, social media, 

 
 

 

 

or web pages. a uniform Resource locator (uRl) is a unique 
address on the internet that directs visitors to a website and 
helps them identify and understand its content.

II. PRoPoSED METHoD
To refine the method using the available datasets, a model 
is created that provides a detailed description of the datasets 
required for training. the foundation of this model is the 
datasets themselves, as it requires sufficient and accurate data 
for both malicious and benign uRls. the dataset comprises 
a list of URLs that have been classified as either malicious 
or benign. Each URL is characterized by a set of parameters 
such as the number of dots in the uRl, the uRl’s distance, 
and token-based diagrams like “google.com.”[2] the model is 
trained using a binary classification technique, also known as 
the binary regression technique. This approach offers several 
advantages, such as achieving maximum learning accuracy 
compared to other machine learning algorithms and requiring 
less time to learn phishing uRls.

III. ABouT THE uRL
the uniform Resource locator, commonly known as uRl, is 
a web address that points to a specific resource on the internet 
[3]. it provides a way to locate a website and identify what it 
contains. A URL consists of two parts: the protocol identifier 
and the resource name. The protocol identifier specifies the 
method used to retrieve the resource, such as http, ftp, 
or News. the resource name is the complete address of the 
resource, which varies depending on the protocol used. for 
instance, in http, the resource name may contain parameters. 
the host parameter denotes the ip address or domain name of 
the resource, while the file parameter indicates the location 
of the resource on the machine or host[4]. the port parameter, 
which is optional, identifies the port number associated with 
the resource. Finally, the Query parameter specifies the values 
and parameters related to the query.

Malicious URL
in addition to blacklisting, another method used to identify 
malicious uRls is whitelisting. whitelisting involves 
creating a database of known benign uRls and allowing 
access to only those URLs. This technique can be effective 
in protecting against known threats, but it may restrict 
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certain steps must be taken. firstly, choose a deployment 
platform such as a cloud-based service or on-premises server, 
and ensure that the necessary dependencies and libraries, 
such as pandas, Scikit-learn, web frameworks, and apis, are 
in place. Next, create a malicious uRl detection script that 
takes an input uRl and predicts whether it is malicious or 
benign, incorporating a pre-trained machine learning model 
and vectorizer. Define the appropriate validation and error-
handling logic to enable uRl processing. 

it is important to create a set of test cases to cover a variety 
of scenarios, including benign uRls, known threats, and 
uRls with unusual or unexpected patterns [15]. the use 
of automated testing tools like pytest and Selenium can 
streamline the testing process. once testing is complete and 
any issues have been identified and resolved, the code can 
be deployed to the production environment to ensure that 
it performs as expected [16]. any issues or bugs that arise 
during testing should also be addressed.

VI. IMPLEMENTATIoN
The classification model was trained using a dataset 
comprising of roughly 400,000 uRls obtained from various 
sources such as openphish and alexa whitelists. to ensure the 
dataset represents both malicious and benign uRls, an 80-
20 split between the two was established. in order to train an 
effective machine learning model, it is crucial to use only the 
essential features, as using too many features may lead to the 
model learning from noise and irrelevant patterns [17]. the 
process of selecting important parameters in the data is called 
feature Selection, which can be done by either including 
important features or excluding irrelevant ones[18]. for this 
problem, selecting and extracting useful features that describe 
the URL adequately is the first step. Lexical features, which 
refer to the textual properties of the uRl, were used instead 
of host and rank features due to their speed, low data storage 
requirements, and ease of extraction.

pre-processing techniques such as one hot encoding and bag 
of words (Bow) were employed in the proposed work. one 
hot encoding is used to convert categorical data into integer 
data and to provide more precise predictions than individual 
labels[19]. Bow is a method oftransforming text into numerical 
values by counting the occurrences of words and disregarding 
grammatical details and word order. The CountVectorizer tool 
was used to tokenize text and create a dictionary of known 
words, which is also used in machine learning models. tf 
and tf-idf were also used to provide insights into the less 
relevant words in the document. Normalization is employed 
as the denominator term of the formula, as the length of 
corpus documents varies[20]. advanced lexical features 
were also used to differentiate between malicious and benign 
uRls by identifying various obfuscation tactics such as the 
host replacing an ip address or using misspelt uRls. data 
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access to legitimate websites that have not been added to 
the whitelist.

Behavioral  analysis  is  another  method  used  to  identify 
malicious  URLs  [6].  This  technique  involves  analyzing  the 
behavior of a website to determine whether it is engaging in 
malicious activities, such as phishing or drive-by downloads
[7].  Behavioral  analysis  can  be  effective  in  detecting  new 
threats, but it may also generate false positives if legitimate 
websites exhibit similar behavior.

Machine  learning  is  another  approach  to  identifying 
malicious  uRls  [9].  Machine  learning  algorithms  can  be 
trained to recognize patterns in URLs that are indicative of 
malicious intent. This approach can be effective in detecting 
new  threats  and  reducing  false  positives,  but  it  requires  a 
large amount of data and may be vulnerable to attacks that 
attempt to evade detection [10].  ultimately, a combination 
of these techniques may be used to effectively identify and 
protect  against  malicious  uRls  [11].  it  is  important  for 
users to remain vigilant and cautious when clicking on links,
especially  from  unfamiliar  sources,  and  to  use  antivirus 
software  and  other  security  measures  to  protect  against 
malware and other threats [12].

IV. APPRoACH
the  blacklisting  method  entails  developing  a  database 
containing  known  malicious  uRls,  which  is  then  used to
screen  incoming  uRls.  if  a  uRl  matches  with  the 
blacklisted entries, it is flagged as harmful, and a warning is 
issued; otherwise, it is presumed safe [12]. Nonetheless, this 
technique  is  ineffective  in  detecting  new  threats  since  new 
malicious  uRls emerge every day, which makes it challenging
to maintain an exhaustive list of all potential harmful  uRls
[13]. Blacklisting is an efficient and rapid method that has a 
low false positive rate, but it has a high false negative rate,
meaning that it fails to detect newly generated  uRls[14].  an 
example of a blacklisted  uRl  is  google’s Secure Browsing 
tool, which is used for search engine optimization.

the  heuristic-based  technique  is  an  advancement  of  the 
blacklisting  method,  which  aims  to  develop  a  database  or
a  “blacklist  of  features”[14].this  variation  of  blacklisting 
involves  identifying,  extracting,  and  storing  malicious 
features instead of  entire malicious  uRls,  thereby enabling 
the detection of threats in more recent  uRls.  however, it is 
worth noting that this approach can generate a high number
of false positives, leading to inaccurate outcomes.  heuristic-
based approaches typically use machine learning techniques
to identify features for classification, making it advantageous
to use a heuristic-based approach.

V. TRAINING AND TESTING
to implement and validate the malicious  uRl  detection code,
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preprocessing is an important step in creating an effective 
machine learning model. To determine the significance of a 
word, a dictionary of distinct words needs to be created and 
its term frequency (tf) needs to be calculated. commonly 
encountered words have a higher tf, while rare words have 
a lower TF. However, the TF does not reflect the importance 
of words as some words like ‘of’ and ‘and’ may be present 
frequently but are not significant. The weight of each word 
in the dictionary is determined by its frequency within the 
corpus.

one limitation of tf-idf is its failure to accurately capture the 
semantics of certain words such as “funny” and “humorous,” 
which are synonyms. Moreover, when the vocabulary is large, 
computing tf-idf can be computationally expensive.

The Naive-Bayesian classifier algorithm utilizes Bayes’ 
theorem d assuming that each feature operates independently, 
the Naive-Bayesian classifier algorithm computes the 
probability of a given text belonging to a specific outcome 
class “c” based on the instance “x” that requires classification. 
the algorithm predicts the tag of the text by selecting the 
class with the highest probability. this technique is widely 
employed in Natural language processing (Nlp).

Random forest is a supervised machine learning algorithm 
extensively utilized for solving classification and regression 
problems. it comprises numerous decision trees, where the 
internal nodes signify the features of the dataset, branches 
represent the decision rules, and the leaf nodes symbolize the 
outcome. each tree comprises two nodes, namely the decision 
Node and the leaf Node. the decision Node aids in making 
decisions and has multiple branches, while the leaf Node 
represents the output and does not contain any branches. the 
decision or test is based on the features of the data. caRt is 
utilized to develop a random forest, which is a classification 
and regression tree algorithm. the algorithm poses a question 
and divides the tree into various subtrees based on the answer 
obtained.

figure 1(a): Sigmoid function fig 1(b): decision tree

The random forest is a type of classifier that utilizes ensemble 
learning, which combines several classifiers to improve model 
performance and tackle complex problems. it comprises a 
group of decision trees that operate on diverse subsets of the 
dataset, and the average of these trees boosts the accuracy of 
predictions. instead of depending on a single decision tree, the 
random forest gathers the predictions from each tree and uses 
the majority vote to determine the final output.

while building the decision tree, pick some random data 
points from the training set. then, we’ll build the decision 
trees based on those data points. Finally, we’ll find out the 
predictions for each decision tree and assign them to the 
categories that get the most votes. we’ll repeat the steps 1 
and 2.

fig 2: Random forest

to evaluate model performance, the score() and confusion-
matrix techniques were utilized. Scoring is a common method 
used by Scikit-learn models and estimators to assess accuracy. 
It requires the input values of the testing sample (X_test) and 
the expected output values (y_test) to calculate an accuracy 
score.
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figure 3(a): proposed Method

analysis of these attributes. generating new features from 
existing ones is an important step in data preparation for 
statistical analysis. Since machine learning algorithms require 
numerical inputs, it is necessary to encode uRl strings into a 
numerical vector. By analyzing multiple URLs, it was possible 
to extract lexical features that can be used to differentiate 
between good and bad URLs. Tokenization was employed in 
this example to accomplish this task. the next step involves 
building a machine learning model (Ml model) that represents 
the output of the training process. this involves training a Ml 
algorithm to predict labels based on the extracted features, 
fine-tuning the  model based on business requirements, and     
evaluating the model on the holdout data.

figure 3 (b): proposed Method

figure 4: train and test data split

VII. CoNCLuSIoN AND FuTuRE 
ENHANCEMENT

the main objective of this project was to detect malicious 
uRls using information extracted from the uRl string 
without downloading the page content. lexical features were 
extracted using a custom-built function called “Tokenizer”, 
and three machine learning models were evaluated: 
MultinomialNB, logistic Regression, and Random forest. 
the results of these models were compared using count-
Vectorizedand TF-IdFvectorized data, with Random Forest 
being the most effective. In the next phase, Fuzzy String 
matching was used to detect uRls that tried to deceive users 
by redirecting them to unknown paths.

the application of machine learning techniques to detect 
malicious uRls is a rapidly expanding area of research, 
and future work could focus on developing more accurate 
models through exploring various Ml algorithms and feature 
selection techniques. Real-time detection is also an important 
consideration, as malicious uRls are constantly evolving, 
and researchers can explore ways to construct models that can 
analyze URLs in real-time along with contextual information 
such as website content and network traffic.
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the  confusion-matrix  is  a  four-sectioned  matrix  used  to 
describe the performance of a classification model on a test 
dataset.  these sections are  true  positive (tp),  false  positive
(fp),  true Negative (tN), and  false Negative (fN).

The  Classification  Report  is  a  metric  that  evaluates  a 
machine  learning  model’s  classification  performance,
displaying  accuracy,  the  weighted  harmonic  average  of 
precision and recall, and support.  the  f1 score measures the 
model’s performance, with a value of 1.0 indicating optimal 
performance.  accuracy  is  determined  by  the  ratio  of  true 
and false positives of the predicted class, and support is the 
number  of  class  instances  found  in  the  dataset.  this  report 
provides an overview of the performance evaluation process,
but does not distinguish between models.

this  paper  describes  the  two-stage  process  of  detecting 
malicious  uRls using machine learning.  the training phase 
involves the collection of malicious  uRls and proper labeling,
while the detection phase extracts attributes from each input 
uRl  to distinguish between clean and malicious  uRls.  the 
dataset is divided into two subsets: the training data used to 
train machine learning algorithms, and the testing data used
to assess model performance.  this paper provides a detailed
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it is important to address ethical considerations when using 
machine learning for malicious uRl detection, including the 
potential for bias or privacy violations. adversarial attacks 
are also a concern, and researchers should explore methods to 
enhance the resilience of Ml models to such attacks.
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