
29

Abstract— Loan sanctioning and credit score forms a multi-
billion-dollar industry. With a wide range of applicants ranging 
from students to large multinational companies for their 
expansion as an individual or organization. Processing these 
applications through traditional analysis is a complex task for 
the financial systems. The process of accepting or rejecting the 
application is quite time consuming as there are many variables 
to be considered. Making a machine learning model would 
reduce the human bias and delays in the application processing 
time. Banking systems have looked at the use of AI to determine 
lending risk and probability of repayment.

Keywords— Machine Learning, Random Forests, xG Boost, Lo-
gistic Regression, Ensembling Techniques 

I. INTRODUCTION
with the increase in the banking sector, a mass of people is 
applying for bank loans but the bank due to its limited assets 
must grant to its assets to limited people only, so it would be 
a critical process for the bank to identify the safer options for 
granting loans.

So, banking institutions wish to reduce the risk factor in-
volved in the process. our model is based on reducing the risk 
factor using machine learning.

this model will help us identify the loan defaulters using the  
data mining algorithm.

The project may be deployed in five phases:
i)  Strategy
ii) data Preparation and Preprocessing
iii)  data Splitting
iv)   Modeling
 v)   Model deployment

II.  ExSISTING SYSTEM
the existing system for loan prediction has been complex and 
time consuming where bank employees manually check all 
the variables related to issuance of loan and try to calculate 
the probability of its repayment. the ann’s model is made 
as a credit prediction system. the credit default is evaluated 
using feed-forward propagation neural network. this exist-

  

 

 

ing system has a lot of human bias and unexplainable factors 
affecting the current system to provide authentic results [1].
advantages
time period will be reduced for loan sanctioning. 
for avoiding the human error, the whole process will be au-
tomated.
Loan will be sanctioned to eligible applicants without any de-
lay [3].

III. WHAT IS MACHINE LEARNING
 Machine Learning is the branch of ai that deals with devel-
oping computer programs that can take an input set of data 
and identify patterns within the training data to develop a self-
prediction model. ML’s most important feature is self-learn-
ing. ML algorithms usually require a function which plays a 
significant role in success or failure. It can be done either by 
minimizing the loss function or maximizing the gains.

Machine learning algorithms can be classified into:
i)   Supervised Learning 
ii)  unsupervised Learning
iii) recommendation system

IV.  BRIEF INTRODUCTION TO THE MODEL
This method uses at least two weakly trained classifiers 
combined to form an ensemble model for better prediction. 
it involves the use of both bagging and boosting techniques. 
random forest is used as a bagging technique and the result 
predicted by each model is sent for bootstrap aggregation [2] 
and uses Xg Boost for boosting. finally, we can say that as-
sembling techniques improve the results.

V.   ARCHITECTURE TECHNIqUES

Decision Tree:
It is a classification algorithm based on supervised Machine 
Learning. the decision tree is like a tree and contains branch-
es which may represent outcomes, reactions or even the pos-
sible decisions. the leaf node of the tree is available with the 
answer.

Random Forest:
it is a bagging ensemble technique in which many weakly 
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Logistic regression is said as an approximation of Logit func-
tion that is the log of odds in favor.
the Logistic function solves the problems of outliers due to 
its s shaped nature.

vii) Logistic Regression using stratified k-folds cross-val-
idation
validate to check the accuracy of the model.this technique 
involves reserving segments of the data set on which the mod-
el has not be entrained. h.  the data are new to the model.the 
model is then test edon the data set before being finalized.
Some of the common verification method sare listed below:

• the validation set approach
• k-fold cross-validation 
• Leave one out cross-validation 
• Stratified k-fold cross-validation
• here we have used k fold validation to check if the model 

works fine or is to be trained better.

viii) FeatureEngineering
we use the knowledge of the domain to add new features that 
may help finding the dependent variable or the target variable.
ix)  Model Building (Part-2)

after all the tasks are performed and new features get added. 
now we train our model with algorithms. initially we begin 
with random forest and then we move towards Xg Boost, a 
more complex boosting technique.                   
                                      
Logistic regression
decision tree
random forest
XgBoost

ALGORITHMS
i.  import all the required python modules
ii.  import the database for both teSting and train-

ing.
iii.  check any nuLL vaLueS are exists
iv.  If NULL VALUES exists, fill the table with correspond-

ing coding
v.  exploratory data analysis for all attriButeS from 

the table
vi.  Plot all graphs using MatPLotLiB module
vii.  Build the deciSion tree ModeL for the coding.
viii.  Send that output to cSv fiLe.

VI . CONCLUSIONS & FUTURE SCOPE
to conclude i would say that this model is considerably pro-
ductive for the banking sector. even being trained on small 
data has shown a positive response with great efficiency. If 
trained for real time data it can prove to be a real breakthrough 
in the banking sector. automation of the loan repayment pre-
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trained decision trees are used to predict the outcome and at 
last bootstrap aggregating is done.

xG BOOST:
it is a boosting ensemble technique in which weakly trained 
models are arranged sequentially and predict better outcomes.

  VI . DESCRIPTION OF THE PROJECT
Getting ready with system and data:  in this project we have
used  python  as  the  programming  language  and  selectively
used below listed libraries

Specification
Python:  the language on which the model is to be written 
Pandas:  a  python library used to make data frame.
Seaborn:  used to plot graphical representations to the data.
Sklearn:  used to import datasets.

2) ii) Understanding the data
the dataset for this loan repayment consists of twelve inde-
pendent variables and a dependent variable (Loan Status) in 
the training data and all columns except for the Loan Status 
variable in testing data.  the  y  in Loan Status represents the 
loan was repaid and  n  suggests loan repayment is not done[4].

iii) Exploratory Data Analysis (EDA)
i.  univariate  analysis:  the term univariate refers to analysis 
of a single variable.  the purpose of this analysis is to under-
stand the distribution with respect to a single variable.
ii.  Bivariate  analysis:  Bivariate  analysis  is  the  analysis  of a
data  column  with  respect  to  another.  it  helps  understand-
ing the relationships between two variables.  it is the simplest 
analysis available in statistics.

iv) Missing value imputation
Missing value imputations can be completed using
for numerical variables:  if data skewed towards right or left:
Median or Mode.  if data is not skewed: Mean
for categoricalvariables: Mode is used.

v) Evaluation Metrics for Classification Problems
helps in evaluation of the accuracy of statistical and Machine 
Learning  models.  here  it  is  used  to  check  the  accuracy  of 
Logistic  regression,  decision  tree,  random  forest and Xg 
Boost.

vi) Model Building (Part-1)
Our first model is to be scripted to predict target variables We 
begin with Logistic  regression to predict the binary outcome:
Logistic  regression is the best suitable machine learning al-
gorithm that can be used for providing a binary outcome. Lin-
ear  regression cannot be used to solve the outlier problems 
and logistic regression consists of sigmoid function.
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diction will be beneficial for both the consumer and the bank-
ing authorities. as the government schemes have made loans 
easily accessible which leads to an increase in the number of 
applications for the bank to look for. then the product would 
prove to be useful. Soon, this module of prophecy may be 
integrated with the module of automated processing systems. 
the system is trained on the old training data set. in the future, 
the software could similarly make new test data join the train-
ing data after a specified time.
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