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Abstract— Generally speaking, genetic algorithms are considered 
as simulations of evolution, of what kind ever. Genetic algorithms 
(Genetic algorithms) are powerful search techniques that are 
used successfully to solve problems in many different disciplines. 
Single and Parallel Genetic algorithms are the two approaches 
which are generally used to implement and promise gains in 
performance. In most of the cases, however, genetic algorithms are 
nothing else than probabilistic optimization methods which are 
based on the principles of evolution. This paper covers a genetic 
approach to finding near optimal solution for some graph theory 
problem. As such, there has been extensive research in this field. 
This survey attempts to collect, organize, and present in a unified 
way some of the most representative publications on genetic 
algorithms (parallel or single). To organize this literature, the 
paper presents a categorization of the techniques used to Genetic 
algorithms with the help of examples. Also, the paper describes 
some of the most significant problems in modeling and designing 
Genetic algorithms and presents some recent advancement. This 
paper is designed to cover a few important implicational aspects 
of genetic algorithm under a single umbrella.

Keywords— Genetic algorithms, Hybridation, Master- slave ge-
netic algorithms, Hierarchical genetic algorithms, Evolutionary, 
adjacency and matrix representation.

I. INTRODUCTION
Genetic Algorithms (Genetic algorithms) are efficient 
search methods based on principles of natural selection and 
genetics. knowledge-based information systems are designed 
to imitate the performance of biological systems. Such 
information systems use evolutionary computing algorithms 
which are used for search and optimization applications 
and also includes fuzzy logic, which further provides an 
approximate reasoning basis for representing uncertain and 
imprecise knowledge. genetic algorithms [3] are being 
applied successfully to find acceptable solutions to problems 
in business, engineering, and science [1]. genetic algorithms 
are generally able to find good solutions in realistic amounts 
of time, but as they are applied to harder and bigger problems 
there is an increase in the time required to find satisfactory 
solutions. As significance, there have been numerous efforts 
to make genetic algorithms faster, and one of the most 
promising choices is to use parallel implementations. as 
we know that, artificial neural networks imitate the brain or 
biological information processing mechanisms. So, neural 
networks, fuzzy logic and evolutionary computing have 

  

shown capability on many problems but have not yet been able 
to solve the really complex problems. over the last 3 decades 
several attempts have been made to develop optimization 
algorithms which simulate natural optimization processes. 
these attempts have resulted in the following optimization 
methods: 
(1) Simulated annealing, based on natural annealing 

processes.
(2)  Artificial Neural Networks, based on processes in cen-

tral nervous systems.
(3)  evolutionary computation based on biological evolu-

tion processes [2].

the objective of this paper is to collect, classify and present 
some of the most relevant publications on parallel genetic al-
gorithms. there are several examples in the literature where 
parallel genetic algorithms are applied to a particular prob-
lem, but the objective of this paper is not to itemize all the 
instances where parallel genetic algorithms have been suc-
cessful in finding fine solutions, but to highlight those publi-
cations that have contributed to the growth of the field of par-
allel genetic algorithms in some way. the survey examines in 
more detail those publications that introduce something new 
or that attempt to explain why this or that works, but it also 
mentions a few of the application problems to show that par-
allel genetic algorithms are useful in the “real world” and are 
not just an academic curiosity.

II. GENETIC ALGORITHMS
Figure 1 shows diagrammatically where the field of genetic 
algorithms is placed in the hierarchy of knowledge based in-
formation systems or evolutionary computing.

figure 1. Steps of genetic algorithm
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population of points (strings). So, genetic algorithms are 
much robust. 

c.  normal genetic algorithms do not use any auxiliary in-
formation about the objective function value but can be 
applied to any kind of continuous or discrete optimiza-
tion problem. the only thing is to specify a meaningful 
decoding function.

d.  genetic algorithms use probabilistic transition operators 
while conventional methods for continuous optimiza-
tion apply deterministic transition operators i.e. some 
random components.

the basic mechanism in genetic algorithms is darwinian evo-
lution: “bad traits are eliminated from the population because 
they do not survive the process of selection and the good traits 
survive since they are mixed by recombination (mating) to 
form better individuals. the notion of ‘good’ traits is the con-
cept of building blocks (BBs), which are string templates [7]. 
Table 1 gives a list of different expressions, which are com-
mon in genetics, along with their equivalent in the framework 
of genetic algorithms:

             table 1. ga expressions

III. PARALLEL GENETIC ALGORITHMS
the fundamental idea behind most of the parallel programs is 
to partition a task into chunks and to solve the chunks concur-
rently using multiple processors. So, divide-and-conquer ap-
proach can be applied to genetic algorithms in several ways, 
and the text contains many examples of successful parallel 
implementations. Some parallelization concepts use a single 
population, while some divide the population into several 
subpopulations. Some methods make use of massively paral-
lel computer architectures and multicomputers. The classifi-
cation of parallel genetic algorithms used here is similar to 
others like in [8], [9] and [10].but it is extended to include one 
more category. there are following three main types of paral-
lel genetic algorithms: 
(1)  global single-population master slave genetic algo-

rithms 
(2)  single-population fine-grained, and 
(3)  multiple-population coarse grained genetic algorithms. 

in a master-slave ga there is a single population, but the 
evaluation of fitness is distributed among several proces-
sors as shown in figure 2. Since in this type, selection and 
crossover consider the entire population so, it is also known 
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evolutionary  computing  algorithms  are  probabilistic  search 
algorithms  which  simulate  natural  evolution.  they  were 
proposed  about  30  years  ago  as  given  in  [4]  and  [5].  their 
relevance  to  combinatorial  optimization  problems,  have  re-
cently became an actual research topic. [2]  introduced genetic 
algorithms.  here,  in  these  algorithms  the  search  space  of  a 
problem is represented as a collection of individuals and these 
individuals are represented by character strings (or matrices),
which are usually referred to as chromosomes.  the purpose of 
using a genetic algorithm [6] is to find the individual from the 
search space with the finest “genetic material”. The quality of 
an  individual  is  measured  with  an  evaluation  function.  the 
part of the search space to be examined is called the popula-
tion.  roughly, a genetic algorithm works as follows:-

BEGIN  GA
Make initial population.
WHILE  stop condition not satisfy  DO
BEGIN
Select individuals from the population.
Produce offspring from the selected individuals.
Mutate the individuals.
Extend the population adding the offspring to it.
Reduce the extend population.
END
Output the best individual found.
END  GA

as from the above genetic algorithm, the transition from one 
generation  to  the  next  consists  of  four  basic  components,
which are as follows-

Selection:  Mechanism for selecting individuals (strings) for 
reproduction  according  to  their  fitness  (objective  function
value).

Crossover:  Method  of  merging  the  genetic  information  of 
two  individuals;  if  the  coding  is  chosen  properly,  two  good
parents produces good children.

Mutation:  in  real  evolution,  the  genetic  material  can  by 
changed randomly by erroneous reproduction or other defor-
mations of genes, e.g. by gamma radiation.

Sampling:  Procedure which computes a new generation from 
the previous one and its off springs.
when  compared  with  traditional  optimization  methods,  like 
Newton  or  gradient  descent  methods,  the  following  differ-
ences can be point out:

a. genetic algorithms deals coded versions of the problem 
parameters instead of the parameters themselves.

b. almost all conventional methods search from a single 
point, while genetic algorithms always operate on whole
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as global parallel genetic algorithms. fine-grained paral-
lel genetic algorithms are best suited for massively parallel 
computer systems and consist of structured population. here, 
selection and mating are limited to a small neighborhood and 
neighborhoods were overlapped permitting some interaction 
among all the individuals as shown in figure 3 for a schematic 
of this class of genetic algorithms. the ideal case is to have 
only one individual for every processing element available. 
Multiple-population (or multiple-deme) genetic algorithms 
are more complicated, because they consist several subpopu-
lations which occasionally exchange individuals as shown in 
schemata of figure 4. this exchange of individuals is called 
migration.

figure 2. a schematic of a master-slave parallel ga.

Figure 3. A schematic of a fine-grained parallel GA.

figure 4. a schematic of a multiple-population parallel ga.

IV. HIERARCHICAL PARALLEL ALGORITHMS
a few researchers have tried to combine more than one 
method to parallelize genetic algorithms, which results in hi-
erarchical parallel genetic algorithms as shown in figure 5. 
Some of these new hybrid algorithms add a new degree of 
complication to the already complex scene of parallel genetic 
algorithm, but some hybrid algorithms keep the same com-
plexity as one of their components. So, when two methods of 

figure 5. a schematic of a hierarchical parallel ga.

V. RECENT ADVANCEMENTS
this section summarizes some recent advancement in the 
theoretical study of parallel genetic algorithms. firstly, i rep-
resent a result on master-slave genetic algorithms. an impor-
tant observation on master-slave genetic algorithms is that 
as more processors are used, the time to evaluate the fitness 
of the population decreases. But at the same time, the cost 
of sending the individuals to the slaves increases. a recent 
study [13] concluded that the optimal solution is S=(ntf/
tc)

1/2where n is the population size, tf is the time it takes to 
do a single function evaluation, and tc is the communications 
time. recently, cantu-Paz and goldberg in [14] extended a 
simple genetic algorithm population sizing model to account 
for two bounding cases of coarse-grained genetic algorithms. 
Here, the two bounding cases were defined a set of isolated 
demes and a set of fully connected demes and it is seen that 
in the case of the connected demes, the migration rate is set 
to the highest possible value. the population size is also the 
major factor to determine the time that the genetic algorithm 
needs to find the solution. Further Cantu-Paz and Goldberg 
in [15] integrated the deme sizing models with a model for 
the communications time and predicted the expected parallel 
speed-ups for the two bounding cases. there are three main 
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parallelizing  genetic algorithms are combined they form a hi-
erarchy.  at the upper level most of the hybrid parallel  genetic 
algorithms are multiple-population algorithms. Some hybrids 
have a fine-grained GA at the lower level. ASPARAGOS was 
updated  recently  [11],  and  its  ladder  structure  was  replaced 
by a ring, because the ring has a longer diameter and allows 
a better differentiation of the individuals. Interestingly, a very 
similar  concept  was  invented  by  goldberg  [12]  in  the  con-
text  of  an  object-oriented  implementation  of  a  “community 
model” parallel  ga. Moreover, hierarchical implementations 
can reduce the execution time more than any of their compo-
nents alone.
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conclusions from this theoretical analysis.  first, the expected 
speed-up when the demes are isolated is not very significant.
Second, the speed-up is much better when the demes commu-
nicate. And finally, there is an optimal number of demes that 
maximizes the speed-up. Parallel genetic algorithms are very 
complex and, of course, there are many problems that are still 
unresolved.  a  few examples includes how :   (1) to determine 
the migration rate that makes distributed demes act like a sin-
gle population, (2) to determine an adequate communications 
topology  that  permits  the  integration  of  good  solutions,  but 
problem is that it does not result in excessive communication 
costs, (3) to find if there is an optimal number of demes that 
maximizes reliability.

VI. SUMMARY  AND  CONCLUSIONS
this paper reviewed some of the most representative publi-
cations on parallel genetic algorithms.  the review started by 
classifying the work  on this field of genetic algorithms into 
four  categories:  (1)  global  master-slave  parallelization,  (2)
fine-grained algorithms, multiple-population, and hierarchical 
parallel genetic algorithms. Some of the most essential con-
tributions in each of these above categories were analyzed to 
undertake to identify the issues that affect the design and the 
implementation  of  each  class  of  parallel  genetic  algorithms 
on existing parallel computer systems.  the research on par-
allel genetic algorithms is dominated by multiple-population 
algorithms, and in outcome, this survey focused on them.  the 
survey on multiple-population genetic algorithms discovered 
that  there  are  several  fundamental  questions  that  were  still 
unanswered after many years they were first identified. This 
class of parallel genetic algorithms is very complex, and the 
behavior of such classes is affected by many parameters and 
it seems that, the only way to achieve a greater understand-
ing of parallel genetic algorithms is to study individual facts 
independently, and  i  have seen that most of the publications in 
parallel genetic algorithms concentrate on only one aspect i.e.
migration rates, communication topology, or population size 
either neglecting or assuming simplifying assumptions on the 
others.  i  also reviewed some publications on master-slave and 
fine-grained parallel genetic algorithms and realized that the 
combination  of  different  parallelization  strategies  results  in 
faster algorithms.
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