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Abstract— Recommendation systems are now popular both 
commercially and search community, where many approaches 
have been suggested for providing recommendations. In many 
cases a system designer that wishes to employ a recommenda-
tion system must select between a set of candidate approaches. A 
first step towards selecting an appropriate algorithm is to decide 
which properties of the application to focus upon when making 
this selection. Indeed, recommendation systems have a variety 
of properties that may affect user experience, such as accuracy, 
robustness, scalability, and so forth. This paper proposes review 
three types of experiments, starting with an offline setting, where 
recommendation approaches are compared without user inter-
action, then reviewing user studies, where a small group of sub-
jects experiment with the system and report on the experience, 
and finally describe large scale online experiments, where real 
user populations interact with the system.

Keywords— K-Mean Algorithm, Algorithm for clothes style 
specification

I. INTRODUCTION
Recommender systems nowadays are being deployed in most 
of the domains where a huge set of items are involved. Such 
systems typically provision the users with a list of recom-
mended items that might be preferred by them as per their 
previous likes and dislikes or predict how much they might 
prefer each item. These systems help users to decide on vari-
ous choices for desired items, and finding preferred items and 
selecting in the collection.

There are many algorithms developed in the recent past but 
none of them are found to be really convincing of producing 
the desired result with usercustomization choices. This paper 
used clustering to overcome the drawbacks of past algorithms. 
As a resultant some unique features for recommending items 
in a better manner rather follow the previous trends. Some   
extra feature is also included such as height and weight of us-
ers to make system more accurate. It involves customization 
of recommended products according to the user’s specific at-
tributes making it more customers oriented. 

This paper proposes an application-based Recommendation 
System which uses Genetic Algorithm K-mean Clustering Al-
gorithm. It is a subclass of information filtering system that 

 

seeks to predict the ‘rating’ or ‘preference’ that a user would 
give to an item, but the problem is here, “Is the rating given 
is relevant enough to suggest other?” The answer is always 
unpredictable. So, we have come up with the new and fruitful 
techniques which serve the purpose better.

The main feature of the application-based recommendation 
system is to produce comparatively better result than previ-
ously implemented algorithms and to improve the over-all 
experience of customer for online shopping of clothes. One 
more feature can be included that is to help online shopping 
sites to enhance their recommendation list according to spe-
cific user attributes

II. Literature Review
A recommender system using GA K-means clustering in an 
online shopping market by Kyoung-jae Kim and Hyunchu-
lAhn.[2] In this study, they propose a novel clustering algo-
rithm based on genetic algorithms (GAs) to effectively seg-
ment the online shopping market. In general, GAs is believed 
to be effective on NP-complete global optimization problems, 
and they can provide good near-optimal solutions in reason-
able time. Thus, we believe that a clustering technique with 
GA can provide a way of finding the relevant clusters more 
effectively. The research in this paper applied K-means clus-
tering whose initial seeds are optimized by GA, which is 
called GA K-means, to a real-world online shopping market 
segmentation case. In this study, we compared the results of 
GA K-means to those of a simple K-means algorithm and 
self-organizing maps (SOM). The results showed that GA K-
means clustering may improve segmentation performance in 
comparison to other typical clustering algorithms. In addition, 
our study validated the usefulness of the proposed model as a 
pre-processing tool for recommendation systems.

This study suggests a new clustering algorithm, GA K-means. 
We applied it to a real-world case for market segmentation 
in electronic commerce, and found that GA K-means might 
result in better segmentation than other traditional cluster-
ing algorithms including simple K-means and SOM from the 
perspective of intra-class inertia. In addition, we empirically 
examined the usefulness of GA K-means as a pre-processing 
tool for recommendation model. 
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However, this study has some limitations. Although we sug-
gest intra-class inertia as a criterion for performance com-
parison, it is uncertain that this is a complete measure for 
performance comparison of the clustering algorithms. Conse-
quently, the efforts to develop effective measures to compare 
clustering algorithms should be done in the future research. 
The average and standard deviation of SOM and GA K-means 
Clustering is (3.76,1.342) and (4.51,1.010) respectively. 

In this study, we propose a novel clustering algorithm based 
on genetic algorithms (GAs) to effectively segment the online 
shopping market. In general, GAs is believed to be effective 
on NP-complete global optimization problems, and they can 
provide good near-optimal solutions in reasonable time. Thus, 
we believe that a clustering technique with GA can provide a 
way of finding the relevant clusters more effectively. The re-
search in this paper applied K-means clustering whose initial 
seeds are optimized by GA, which is called GA K-means, to a 
real-world online shopping market segmentation case. In this 
study, we compared the results of GA K-means to those of a 
simple K-means algorithm and self-organizing maps (SOM). 
The results showed that GA K-means clustering may improve 
segmentation performance in comparison to other typical 
clustering algorithms. In addition, our study validated the 
usefulness of the proposed model as pre-processing tool for 
recommendation systems.

2.1 Clustering Algorithms 
It groups a set of data in d-dimensional feature space to maxi-
mize the similarity within the clusters and minimize the simi-
larity between two different clusters. There are various clus-
tering methods and they are currently widely used. Among 
them, we apply two popular methods, K-means and SOM, [1.] 
and a novel hybrid method to market segmentation. Before 
providing a brief description of each method, the following 
assumptions are necessary. A given population consists of n 
elements described by m attributes and it is partitioned into K 
clusters. Xi = (xi1, xi2, . . . ,xim) represents the vector of the 
m attributes of element i.

2.1.1 K-means Clustering Algorithm 
The K-means method is a widely used clustering procedure 
that searches for a nearly optimal partition with a fixed num-
ber of clusters. It uses an iterative hill-climbing algorithm. 
The process of K-means clustering is as follows: 
(1)	T he initial seeds with the chosen number of clusters, K, 

are selected and an initial partition is built by using the 
seeds as the centroids of the initial clusters. 

(2) 	E ach record is assigned to the centroid that is nearest, 
thus forming a cluster. 

(3) 	K eeping the same number of clusters, the new centroid 
of each cluster is calculated. 

(4) 	I terate Step (2) and (3) until the clusters stop changing 
or stop conditions are satisfied. 

The K-means algorithm has been popular because of its easi-
ness and simplicity for application. However, it also has some 
drawbacks. First, it does not deal well with overlapping clus-
ters and the clusters can be pulled out of center by outliers.[2]

2.1.1 K-means Clustering Algorithm 
The K-means method is a widely used clustering procedure 
that searches for a nearly optimal partition with a fixed num-
ber of clusters. It uses an iterative hill-climbing algorithm. 
The process of K-means clustering is as follows: 
(1) 	T he initial seeds with the chosen number of clusters, K, 

are selected and an initial partition is built by using the 
seeds as the centroids of the initial clusters. 

(2) 	E ach record is assigned to the centroid that is nearest, 
thus forming a cluster. 

(3) 	K eeping the same number of clusters, the new centroid 
of each cluster is calculated. 

(4) 	I terate Step (2) and (3) until the clusters stop changing 
or stop conditions are satisfied. 

The K-means algorithm has been popular because of its easi-
ness and simplicity for application. However, it also has some 
drawbacks. First, it does not deal well with overlapping clus-
ters and the clusters can be pulled out of centre by outliers.[2]

2.1.3 GA K-means Clustering Algorithm 
Genetic algorithms are stochastic search techniques that can 
search large and complicated spaces. [2] It is based on biology 
including natural genetics and evolutionary principle. In par-
ticular, GAs are suitable for parameter optimization problems 
with an objective function subject to various hard and soft 
constraints. The GA basically explores a complex space in an 
adaptive way, guided by the biological evolution of selection, 
crossover, and mutation. This algorithm uses natural selection 
survival of the fittest – to solve optimization problems.

3.1 Algorithm for specification matching
1. 	 Input parameters:size, height, weight, colour, location, 

price, neck style, pattern. 
2. 	 According to these parameters find the exact matching 

in the database as per the specifications, i.e. for height 
and weight –it is used to restrict the different size that is 
to be displayed. 

3. 	 Colour, neck style, pattern have predefined values which 
can be used in clustering algorithm. 

Figure 2: colour value
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Figure 3:  neck value

Fig4.  Pattern value

3.2 Algorithm for function specification
1. Compute the function value=
(color value + neck style value + pattern value) / 3
2.This function value computesthe set of related cluster which 
can be displayed to the user asrecommendations.
3. These recommended product function value is increased by 
a factor of 0.01 for each successfulrecommendation.)
4.Repeat the above steps for eachuser.

Figure 5: Flow Chart for recommendation System

In this study, we have used realworld data from online 
shopping sites for assessing the performance of our proposed 
model. The research data was collected from an online 

shopping site in India which contains all kinds of clothes for 
online shopping such as T- SHIRTS, SHIRTS, JEANS etc. In 
the case of a shopping site, customers generally have a clear 
objective, and they have a strong demand for buying clothes 
according to their desire and needs. Thus, they are usually 
open-minded about providing their personal informationto 
get appropriate service. As a result, the target company 
of our research possesses detailed and accurate customer 
information that may be used as a strong attribute to be used as 
a source of for recommending them products. Consequently, 
we have tried to build a recommendation model for the users 
of this website.the proposed system is able to implement 
the recommendation system using the function value as an 
average of attributes and cluster the products around function 
value if user’s attributes function value lie in which cluster 
that clusters product are recommended to user. Results have 
found to be very impressing and accurate in recommending 
products to users.

Table 2: Input pattern for algorithm

Table 3. Output pattern for algorithm
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Comparison with existing State-of-the-Art Technologies

IV: Conclusion and Future Scope
This paper  include two extra parameters height and weight 
through which we calculate the size of T-SHIRT more accu-
rately. Every brand has its own size parameter, i.e. each has 
different height and width of T-SHIRT at same specification 
(small, large, medium, etc.). By using height and weight of 
user we recommend the T-SHIRT more appropriately to users.
This makes our recommendation System more concise from 
other recommendation system.

This paper provide a recommendation system only for T-
SHIRT and small database. In future,  trying to incorporate 
more variety of clothes with large dataset and also  trying to 
incorporate Genetic Algorithm with  K-mean algorithm so 
that  make use of machine learning to produce better result 
with large knowledgebase.
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