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Abstract—Today’s internet sender-to-receiver congestion control 
is crucial for scalability and robustness, but it’s important to note 
that the end-to-end algorithms are plagued by two distinct types 
of issues. The first is the potential for congestion collapse, and the 
second is the inequitable distribution of bandwidth among vari-
ous applications. Network Border Patrol is a brand-new conges-
tion avoidance method that we suggest and research. The main 
feature in this case is the feedback exchange between the rout-
ers that are situated at the start and end of the data exchange. 
Here, the starting point router’s buffer scheme is also being used 
effectively. Simulated data is used to study effective bandwidth 
allocation and congestion avoidance during data flow. The ef-
fective transfer of preventing them from loss and discarding will 
be made possible by this method. By exchanging feedback with 
edge routers, it will monitor the packet flow rate 
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I. INTRODUCTION
the word “scalability” is a good way to describe the function-
ality of the internet. all the protocols, algorithms, and servic-
es are useless if there is a scaling problem with the internet. 
algorithms are moved as far out into the network’s edges as 
they can go in order to solve this problem. tcP congestion 
control, which is accomplished at the beginning algorithms 
applied at one side systems, is one of the key instances of the 
internet. however, if tcP congestion restrictions are used in 
the sender end to receiver end debate[1] there may be some 
problems. due to its tight devotion to server end to receiver 
end, the current Internet suffers from two ailments.

congestion control: congestion buildup from undelivered 
packets and unequal bandwidth allotment between two or 
more data packet flows. The issue is that undelivered pack-
ages cause congestion crumble because they continuously use 
up bandwidth even though they never get to their destina-
tion. deliverable packets mostly use bandwidth because of 
their unresponsive flow[2]. This sort of congestion collapse is 
primarily caused by unresponsive flows, which are growing 
more common on the internet as multimedia usage grows. 
However, there is currently no effective means to control 
these flows on the Internet. fair bandwidth allocation is the 
second issue with tcP congestion control. Malicious packet 

flow is the main cause of this. When they detect network con-
gestion, responsive flow (TCP flow) slows its rate of transmis-
sion and, as a result, receives less bandwidth while competing 
with malicious flow. Internet protocol design inherently intro-
duces inequality. for instance, the tcP algorithm logically 
ensures that each TCP flow receives bandwidth that is more 
than its round-trip time. Giving significant weight to TCP 
connections with a short journey time may thus be irrational. 
network bandwidth allotment in the case of extended travel 
periods.

fig 1.an illustration of a network with congestion problems  
is a collapse

consider figure 1i set threshold value for available band-
width as 400 (kilobyte per second) and using this threshold 
value finding all for an example of this fact. In this instance, 
a fair queuing mechanism acts as the arbitrator between two 
unconnected flows competing for bandwidth over two bottle-
neck connections in a network. To ensure that each flow ob-
tains one-third of the link’s available bandwidth at the initial 
bottleneck connection (r1 to r2), fair queuing is used (-25 
kilobyte per second). due to the lower capacity of the link, a 
large portion of the traffic from flow B is unneeded on R2 to 
S4 (64 kilobyte per second)[3].

As a result, whereas flow B can only handle 64 kilobyte per 
second, flow A can handle (-25) kilobyte per second. Flow B 
packets mistakenly decreased the throughput of flow A via 
the first bottleneck link before being rejected on the second 
bottleneck connection, which resulted in congestion collapse. 
on the initial bottleneck link, equal bandwidth is allocated to 
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flows A and B, but their worldwide distribution is not max-
min fair[4]. a maximum-minimum fair bandwidth allocation 
for flows A and B would have been 64 kbps and 6572 Mbps, 
respectively.

finally, under tcP congestion control, connections may ob-
tain disproportionately high allocations during short round 
trip periods compared to longer round trip times[5].

Many individuals have lately suggested that these types of 
issues may be resolved by adopting packet scheduling tech-
niques such weighted fair queuing, core stateless fair queuing, 
etc.in this study, we suggest employing the network Border 
Patrol technique to control congestion. we can monitor the 
rate of data transfer across a network using network border 
patrol[6]. additionally, it would assist in resolving problems 
like uneven bandwidth distribution and congestion collapse. 
By preventing packet loss during the transfer process, it 
would assist in establishing a dependable data transfer path 
from source to destination.

Working aspects of CFR:
Mechanism:
The networks required architectural elements, specifically 
the upgraded edge routers,
the feedback control algorithm regulates the time and fre-
quency of data transfer between edge routes.
• there is no period after the “et” in the Latin abbrevia-

tion “et al.”.
• the abbreviation “i.e.” means “that is”, and the abbre-

viation “e.g.” means “for example”.
• an excellent style manual for science writers is [7].

II. IMPLEMENTATION
Network border patrol is an effective strategy for effective 
bandwidth distribution and for preventing congestion col-
lapse, as we showed in the previous section. however, there 
are a number of substantial practical issues that must be 
overcome before NBP can be effectively deployed on the in-
ternet. a few of these issues are listed below.

Flow Scalability Classification: Its reliance on flow clas-
sification at edge routers may be the main barrier to NBP’s 
scalability. In a network with many flows, it may also become 
expensive to maintain each flow’s state, communicate each 
flow’s feedback, and carry out each flow’s rate control and 
rate monitoring [10].Scalable inter domain deployment: 
creating connections across domains that use nBP is another 
strategy for enhancing its scalability. if trust connections 
cannot be formed to prevent congestion collapse both inside 
and across multiple domains, conventional border routers be-
tween the two domains may communicate congestion data[8].
Multicast routing, which permits copies of flow packets to 
exit the network, can be utilized with several egress routers. 
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when this occurs, the backward feedback pack sent by each 
multicast flow’s egress router must be examined by the NBP 
ingress router[9].  the ingress router must run its rate control 
algorithm  in  order  to  detect  whether  the  multicast  traffic  is 
congested.

III CONCLUSION
in this paper, we present network border patrol, an end-to- end 
control-free congestion avoidance method for the internet.  to 
reduce congestion collapse brought on by undelivered pack-
ets,  nBP employs a method.  it tries to prevent packets from 
entering the network at the edge quicker than they can depart 
it..  in our upcoming work, we intend to conduct an analytical 
evaluation of  nBP’s stability and convergence towards max-
min fairness using the methodologies outlined above.
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