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Abstract— Artificial Intelligence is advancing into do-
mains that were previously thought to be the sole realm 
of domain analysts. Recent advancements in digital infor-
mation processing, artificial learning, and computing re-
sources have aided employees working in healthcare ser-
vices across a variety of sectors. The constant growth of 
our country’s population places a significant strain on our 
medical resources. As a result, efficient technology that im-
proves the performance of our medical diagnosis system 
is critical. Both hospitals and patients will benefit from 
the technology. It lowers the chance of human error dur-
ing patient registration in hospitals. This study presents a 
model for predicting cognitive pathology in psychological 
disorders such as bipolar disorder, obsessive-compulsive 
disorder, and schizophrenia. Providing cognitive health 
care in the mainstream medical business necessitates nov-
el approaches to treating people with mental diseases.

Keywords— Machine Learning, Mental Illnesses, CDSS, 
Disease Recommendation System, Physiological Diseases

I. Introduction
Machine learning is a methodology based on AI that is 
able to develop a template that can benefit from and build 
on own interactions instantly. There is no provision for 
explicit scheduling. Associative memory and mathematical 
learning are the main idea behind computer practice. A deep 
learning methodology can be used to write an application 
that can learn and forecast data. For computer tasks where 
direct programming is complicated or not feasible, machine 
learning may be used [1]. The supervised learning trains the 
mathematical formalism with certain appropriate data sets 
and, accordingly, all practical inputs are correctly responded to 
by the proposed architectures. Regression and classifications 
are two types of controlled training. Unsupervised learning 
determines the probability of input data. It then categorizes 
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the data. Unsupervised learning is a stochastic illustration. 
Half-monitored learning uses unlabelled data that are used for 
template education. It consists of unsupervised and supervised 
training. The method of data mining is to find secret details 
from a huge volume. This process examines the available data 
from diverse sources [2]. It then turns the data into significant 
information. Then a reference set of data is prepared until any 
data mining technique is used. The set of data is also pre-
processed. This mechanism can be represented in repositories 
as information discovery. In order to determine and generate 
information, data mining can be coupled by means of different 
hallucination tools, facts and natural language processing 
techniques [3].

Machine Learning Techniques [13]

Users can fully grasp weaknesses on the system using 
the aforementioned computer vision and data gathering 
techniques to create an effective medical diagnostic help 
program. Understanding from credible sources should 
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also be collected. The model suggested should be ideal 
for regional areas. Application consumers must receive 
adequate training. The integrated device should be tracked 
properly [4]. The program’s foundation of knowledge should 
be routinely controlled. Together with artificial learning, 
conventional feature optimization approaches and profound 
learning techniques are two common strategies to supervised 
learning-based visual analyses. Conventional techniques of 
feature-engineering depend on experience and know how to 
handle certain functions in a certain context, on the essential 
discriminatory characteristics and methods. Machine based 
learning approaches combined with analytical interpretation 
provide strong resources for the analysis of objects. One 
benefit of these systems is that it is fairly easy to decipher, 
by linked to genetic information the characteristics of the 
classifier system [5]. Such conventional methods are still in 
use in various applications in multiple digital pathologies for 
years, such as cell identification and identification, human 
and mouse model bowel cancer graduation. Such traditional 
methods have also been used to explain histology features 
in quantitative terms. Nevertheless, earlier studies gave 
room for enhanced functional technology and performance 
identification [6].

A neural network comprises groups of neurons that are fun-
damentally related with each other. The relation to a single 
particle to many other cells is possible and there are a large 
number of connections in a network [7]. Connections known 
as synapses are usually formed from synapses to dendrites, 
although it is possible to produce dendrodendritic axons and 
other associations. Many types of signals emerge from neuro-
transmitter diffusion, including electrical signals [8]. Neural 
network is basically an associated group of naturally stir-
ring neurons that use some conceptual or analytical model of 
knowledge treatment based on a connective approach to do 
calculations is called as artificial neural network [9]. An ANN 
is an evolutionary framework which modifies its architecture 
on the basis of explicit or implicit network data. Non-linear 
scientific data analysis and choice-making methods are more 
applicable for neural networks [10]. They could be used in 
modeling dynamic sources and outcomes associations, or in 
defining data trends [11].

Natural Language Processing is a branch of computer science 
and AI that works with computer-human interactions through 
speech recognition. The eventual aim of NLP is to translate, 
encode, comprehend, and render sense of human linguistic 
in a useful manner [12]. Neural networks are used in most 
NLP approaches to extract information from world speech. 
In data science, NLP  is regarded as a challenging process. 
It is complex because of the essence of human expression. 
The rules governing the transmission of knowledge through 
colloquial expressions are difficult for programs to compre-
hend [13]. NLP is the process of using machines to define 

and retrieve idiomatic phrases from disorganized data sets so 
that programs can interpret it. When the programme receives 
the text, it can use machines to retrieve the context associated 
with each word and gather the necessary data. Speech recog-
nition is the potential of a computer or software to understand 
and translate enunciated syllables into written form [14]. It is 
a multidisciplinary concept that combines AI, computer pro-
gramming and philology. Much modern equipment can pro-
vide speech recognition features to make using the computer 
simpler [15].

II. Related Work
Several scientists have now investigated the complexity and 
diversity of accessible digital health data. An extensive analy-
sis of models previously provided with a view to strengthen-
ing their shortcomings has been carried out. Here you’ll find 
a short literary review relating to past work. In 2019, Angela 
and Yael stated that the reasoning of pattern recognition offers 
a comprehensive set of machine learning notions for sculpt-
ing human learning and taking decisions. In 2018 CDSS 
based on ANN was prepared by Hela LASSOUED and Raouf 
KETATA. For selecting ECG signals, the MIT-BIH database 
was used. The second major explanation for cancer deaths in 
females was prostate cancer, Dalal, Mohammad Ahmad and 
Zhang reported in 2018. You may classify it by means of a 
biopsy.

The predictive detection of Alzheimer’s Disease [AD] was 
examined by Gunawardena, Rajapakse and Kodikara in 2017. 
The brain imaging results were used to diagnose Alzheimer’s 
disease. SVM has a sweeping generalization failure that is 
usually less than that of the other classifications, so SVM is 
widely used to address object identification issues. They ini-
tially identified the most biased characteristics using the SVM 
criterion and then implemented the SVM-based classification 
system for diagnosing healthy subjects and individuals with 
AD using MRI neural scans. In this study, responsiveness of 
93.7% and a precision of 88.5% have been obtained. In the 
year 2017, B. Che and Z. Jin and C. Jin and C. Liu find that 
EHRs clinical diagnostics records, doctor records, and medi-
cal records. In 2017, the main death causes is operator error 
in developing countries were explained by Jingzhi, Yang and 
Lida Xu.

The USA’s health care system did not find it ideal to time, yet 
with a enormous funds for 2016, H. Yin and N. K. Jha noticed. 
They stated mobile clinical devices can collect up-to-date 
health-related information. Simple stochastic optimization al-
gorithms are a group based on the Bayes theorem. The author 
suggested the Bayesian multiplied Kernelization technique 
that allows AD to be distinguished from NC, however, poor 
diagnostic results for MCI individuals and non-MCI issues.
In 2016, Shuai Wang and Yang Cong stated computer-aided 
endoscopic diagnosis methods needs supervised machine 
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learning techniques. The endoscopic medical reports are used 
for diagnosis by the help of text and images, which are ba-
sically labeled data. In 2016, Hurouq Hijazi and Alex Page 
stated the use of personalized medicines and their functions 
and applications based on artificial intelligence and machine 
learning techniques.

In 2016 the benefits of machine learning algorithms are clari-
fied by Zhu, Liu, Lu, Li, and the psychological evaluation can 
be made available to patients everywhere. The increased pop-
ulation of China was highly problematic in 2016 Yao, Yue and 
Jin explained. It puts more pressure on the country’s health-
care facilities. An alternative online diagnostic platform is 
therefore needed. Mansoor Baig, Gholam Hosseini and Maria 
Lindén developed a automatic decision-making support net-
work in 2017 for diagnosis and treatment of core neurological 
actions based on Probabilistic reasoning simulation. In 2017, 
the software-aided percutaneous approaches  need to super-
vise the machine’s practice were stated by Shuai Wang and 
Yang Cong. Treatment of text and images based diseases that 
are essentially labeled information is carried out using endo-
scopical medical reports.

III. DATA MINING CLASSIFICATION 
TECHNIQUES

Different data mining classification techniques were used by 
various researchers to design an intelligent disease recom-
mendation system [16]. These techniques include Bayesian 
Network, Decision Table, LAD Tree, and J48 Tree. Various 
performance parameters like, Mean Absolute Error, Root 
Mean Square Error and Relative Absolute Error were checked 
on Weka Data Mining Tool by using multiple data sets [17].

Results of various classification techniques for different set of 
errors are revealed beneath in Table 1.

Table 1: Errors Generated By Various Classification Techniques

Technique / 
Parameter

Mean Abso-
lute Error

Root Mean 
Square Error

Relative Ab-
solute Error

LAD Tree [7] 1.352 0.182 1.126

Bayesian Net-
work [16] 0.981 0.176 1.105

J48 Tree [9] 1.258 0.180 0.985

Decision Table 
[23] 0.852 0.242 1.652

Table 1 shows that Decision Table Classifier has lowly mean 
absolute error of 0.852; Bayesian Network Classifier have 
lowly root mean square error of 0.176; and J48 Tree Classifier 
has lowest relative absolute error of 0.985.

IV. Psychological Diseases
The term psychological illness is often used to refer to mental 
disorders which are better recognized. Mental conditions are 
characterized by a pattern of psychopathological symptoms 
that affect various aspects of one’s life [18]. The person who 
is having these manifestations is distressed by these illnesses. 
Brain disorder not only lowers a person’s quality of living, but 
it also leads to higher health-care costs. In reality, psychologi-
cal state is currently the most costly aspect of our healthcare 
sector, surpassing heart disease, which was previously the far 
more costly [19]. Many people who suffer from depression 
symptoms do not access prompt psychiatric help due to the 
high costs of care. A lack of psychiatrists and the prevalence 
of mental disorders are two other factors that contribute to the 
high cost of therapy [20].

Artificial intelligence is now disrupting a variety of fields, in-
cluding mental wellbeing. Machine learning and AI are creat-
ing a new form of treatment that focuses on delivering indi-
vidualized support and encouragement. Despite the fact that 
AI for psychological health still faces numerous challenges, 
evidence suggests that behavioral health approaches benefit 
from consistency, and innovation appears to be providing a 
better user interface. Better cognitive wellbeing is now within 
reach [21].

Obsessive Compulsive Disorder (OCD) is a psychological ill-
ness that triggers intense emotions or thoughts (obsessions) 
or the need to replicate a behavior (compulsions). Obsessive 
thoughts and compulsive strains will coexist in certain people. 
Bipolar disorder is a chronic condition characterized by mood 
swings that are severe. Mania, or an excessively high mood, 
is one of the symptoms. These can however contain depres-
sive episodes. It is also known as panic disorder or bipolar 
syndrome. Individuals with bipolar disorder can struggle to 
manage daily tasks at work, as well as sustain relations [22]. 
While there is no solution, there are many recovery services 
that will help relieve the symptoms. Schizophrenia is a chron-
ic neurological illness in which patients have altered percep-
tions of reality. Schizophrenia may trigger hallucinations, par-
anoia, and highly dysfunctional thought and behavior, which 
may make it difficult to work in a regular basis. Schizophrenia 
patients are to be treated for the rest of their lives [23].

V. Problem Formulation And Proposed 
System Methodology

A guideline template for illness treatments using data mining 
is created to help users get AI guided diagnosis before admis-
sion centered on valuable data produced by the online physi-
cian’s activities. The system is suggested for the treatment of 
artificial intelligence-led diseases. Firstly, annotate the illness 
derived identified by users using a computational disease sur-
vey by defining the entity. Within this diagnosis model of the 
AI based diagnosis of diseases, we turn the abstraction from 
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the diagnostic disease into a classification problem, using a 
fairly hot trend in deep study research to overcome this clas-
sification concern. Smart health care systems face many ob-
stacles. These include the confidentiality of information used 
in these programs, the disparity between pilot programs de-
signed by study and implementation of initiatives, barriers to 
contact between medical staff and data academics, increased 
expenses to transition from limited to lengthy-term systems, 
etc. To artificially diagnosis the disease, a step-by-step proce-
dure is defined in following paragraph:

We give instructions to the designed framework initially. The 
age, gender and other user questions of the patients are incor-
porated into the system. Using word segmentation processing, 
the word embedding vector technique is used to process the 
input data. After that, the list matrix is initialized and the cur-
sor’s initial value is set to zero. We execute a series of state-
ments by using the control structure, like during for loop. We 
set the term of the i-th letter as the system’s current phrase. By 
setting up the cursor to the i-th letter, we double the dimen-
sions of the current word embedded vector. After one effec-
tive iteration of the control scheme, the counter is increased 
by one. Together with the gender and age of the users, the new 
created matrix is added to the CNN Network as the param-
eters for predicting the results from the developed framework. 
We’re finally submitting the results to the device. We are thus 
developing a medical diagnosis support system based on arti-
ficial intelligence.

The General Disease Dataset, which was retrieved from the 
Kaggle Repository, was utilized in this study to assess diseas-
es as well as to test and train the suggested disease diagnosis 
assistance system. A database of 4371 patients was created us-
ing similar knowledge extraction and data preparation proce-
dures. The entire dataset is divided into two pieces. 75 percent 
of the data pieces in the provided dataset teach the suggested 
machine learning model. To test the system, the entire soft-
ware is checked and 25% of the data items are left behind.

These are the steps which are used to design an algorithm 
for machine learning based medical diagnosis support system. 
Data collection from pharmacists or clinics can be used for 
assembling data sets. Statistics on illnesses and the effects 
of these disorders can be accessed from numerous reputable 
web pages. Configured data-set is split into two parts, one de-
signed to train the projected system and the other to evaluate 
the established model in real-time.

VI. Result Analysis
The Proposed model, which is an up-gradation over recur-
rent neural network, gives better accuracy as compared to 
Convolution Neural Network, Hopfield Network, and Recur-
rent Neural Network. It is implemented on Python 3.7. Fastai 
library of Python is used to train and test various available 

neural networks and the proposed model. Matplotlib library 
is used to plot the graphs for learning rates of each network 
model. The dataset is divided into 24 batches of equal sizes. 
A pickle file has been generated after training and testing of 
datasets. AWD_LSTM language model with 70 hidden layers 
has been used to train the proposed model. 30% neurons kept 
off to stop over fitting and 5 epochs has been generated to 
measure performance of all models. The accuracy comparison 
of Proposed Model with other Neural Network Techniques is 
shown below in Table 2:

Table 2: Accuracy Comparison of Proposed Model with other 
Neural Network techniques

Model Implemented Accuracy Achieved (%age) 

Convolution Neural Network 91.73 %

Recurrent Neural Network 95.48 %

Hopfield Network 87.65 %

Proposed - CDPM 96.51 %

It is shown here that proposed model has achieved highest 
accuracy among all types of Neural Networks. Convolution 
Neural Network (CNN) has achieved 91.73% accuracy. 
Recurrent Neural Network (RNN) has achieved 95.84% 
accuracy. Hopfield Network has achieved 87.65% accuracy.

Fig. 2. Accuracy comparison of Proposed - CDPM with other Neu-
ral Network Techniques

Proposed model has achieved has achieved 96.51% accuracy. 
A confusion matrix has been created to calculate the perfor-
mance of each model and to do the comparison of accuracy 
among all types of models.

VII. Conclusion
The indications and repercussions of mental illness might 
vary depending on the diagnosis, conditions, and a variety 
of other factors. Mental chronic disorders can affect one’s 
thoughts, feelings, and actions. Mental diseases are thought 
to be influenced by genetics, chemical factors before birth, 
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and cognitive function. During this investigation, a thorough 
literature review was conducted. In the approaching years, 
Smart Healthcare Applications based on the designed systems 
will become increasingly prevalent. By delivering improved 
medical facilities to patients, the developed system would im-
prove the future of the healthcare sector. It will mostly benefit 
people who live in distant places with limited access to doc-
tors and medical facilities. The system designed will improve 
the world of healthcare by providing greater facilities for cli-
nicians. People who live in distant areas with limited access 
to medicine and medical facilities will profit from this. This 
will also help to lessen workloads by providing smart health-
care testing services to medical staff, physicians, and various 
hospitals during the initial phase of enquiries.
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